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PREFACE

In the last few years the use of geometric methods has permeated many more
branches of mathematics and the sciences. Briefly its role may be characterized
as follows. Whereas methods of mathematical analysis describe phenomena ‘in
the small’, geometric methods contribute to giving the picture ‘in the large’.
A second no less important property of geometric methods is the convenience
of using its language to describe and give qualitative explanations for diverse
mathematical phenomena and patterns. From this point of view, the theory of
vector bundles together with mathematical analysis on manifolds (global anal-
ysis and differential geometry) has provided a major stimulus. Its language
turned out to be extremely fruitful: connections on principal vector bundles
(in terms of which various field theories are described), transformation groups
including the various symmetry groups that arise in connection with physical
problems, in asymptotic methods of partial differential equations with small
parameter, in elliptic operator theory, in mathematical methods of classical
mechanics and in mathematical methods in economics. There are other cur-
rently less significant applications in other fields. Over a similar period, uni-
versity education has changed considerably with the appearance of new courses
on differential geometry and topology. New textbooks have been published but
‘geometry and topology’ has not, in our opinion, been well covered from a prac-
tical applications point of view. Existing monographs on vector bundles have
been mainly of a purely theoretical nature, devoted to the internal geometric
and topological problems of the subject. Students from related disciplines have
found the texts difficult to use. It therefore seems expedient to have a simpler
book containing numerous illustrations and applications to various problems in
mathematics and the sciences.

Part of this book is based on material contained in lectures of the author,
A.Mishchenko, given to students of the Mathematics Department at Moscow

State University and is a revised version of the Russian edition of 1984. Some of
the less important theorems have been omitted and some proofs simplified and
clarified. The focus of attention was towards explaining the most important no-
tions and geometric constructions connected with the theory of vector bundles.
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viii Vector bundles and their applications

Theorems were not always formulated in maximal generality but rather in such
a way that the geometric nature of the objects came to the fore. Whenever
possible examples were given to illustrate the role of vector bundles. Thus the
book contains sections on locally trivial bundles, and on the simplest properties
and operations on vector bundles. Further properties of a homotopic nature,
including characteristic classes, are also expounded. Considerable attention is
devoted to natural geometric constructions and various ways of constructing
vector bundles. Basic algebraic notions involved in describing and calculating
K-theory are studied and the particularly interesting field of applications to
the theory of elliptic pseudodifferential operators is included. The exposition
finishes with further applications of vector bundles to topology. Certain aspects
which are well covered in other sources have been omitted in order to prevent
the book becoming too bulky.



1
INTRODUCTION TO THE

LOCALLY TRIVIAL BUNDLES
THEORY

1.1 LOCALLY TRIVIAL BUNDLES

The definition of a locally trivial bundle was coined to capture an idea which
recurs in a number of different geometric situations. We commence by giving
a number of examples.

The surface of the cylinder can be seen as a disjoint union of a family of line
segments continuously parametrized by points of a circle. The Möbius band can
be presented in similar way. The two dimensional torus embedded in the three
dimensional space can presented as a union of a family of circles (meridians)
parametrized by points of another circle (a parallel).

Now, let M be a smooth manifold embedded in the Euclidean space RN and
TM the space embedded in RN × RN, the points of which are the tangent
vectors of the manifold M . This new space TM can be also be presented as a
union of subspaces TxM , where each TxM consists of all the tangent vectors to
the manifold M at the single point x. The point x of M can be considered as a
parameter which parametrizes the family of subspaces TxM . In all these cases
the space may be partitioned into fibers parametrized by points of the base.

The examples considered above share two important properties: a) any two
fibers are homeomorphic, b) despite the fact that the whole space cannot be
presented as a Cartesian product of a fiber with the base (the parameter space),
if we restrict our consideration to some small region of the base the part of the
fiber space over this region is such a Cartesian product. The two properties
above are the basis of the following definition.
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2 Chapter 1

Definition 1 Let E and B be two topological spaces with a continuous map

p : E−→B.

The map p is said to define a locally trivial bundle if there is a topological
space F such that for any point x ∈ B there is a neighborhood U 3 x for which
the inverse image p−1(U) is homeomorphic to the Cartesian product U × F .
Moreover, it is required that the homeomorphism

ϕ : U × F−→p−1(U)

preserves fibers, it is a ‘fiberwise’ map, that is, the following equality holds:

p(ϕ(x, f)) = x, x ∈ U, f ∈ F.

The space E is called total space of the bundle or the fiberspace , the space
B is called the base of the bundle , the space F is called the fiber of the
bundle and the mapping p is called the projection . The requirement that the
homeomorphism ϕ be fiberwise means in algebraic terms that the diagram

U × F ϕ−→ p−1(U)yπ
yp

U = U

where
π : U × F−→U, π(x, f) = x

is the projection onto the first factor is commutative.

One problem in the theory of fiber spaces is to classify the family of all locally
trivial bundles with fixed base B and fiber F . Two locally trivial bundles
p : E−→B and p′ : E′−→B are considered to be isomorphic if there is a
homeomorphism ψ : E−→E′ such that the diagram

E
ψ−→ E′yp

yp′
B = B

is commutative. It is clear that the homeomorphism ψ gives a homeomorphism
of fibers F−→F ′. To specify a locally trivial bundle it is not necessary to be
given the total space E explicitly. It is sufficient to have a base B, a fiber F
and a family of mappings such that the total space E is determined ‘uniquely’
(up to isomorphisms of bundles). Then according to the definition of a locally
trivial bundle, the base B can be covered by a family of open sets {Uα} such
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that each inverse image p−1(Uα) is fiberwise homeomorphic to Uα × F . This
gives a system of homeomorphisms

ϕα : Uα × F−→p−1(Uα).

Since the homeomorphisms ϕα preserve fibers it is clear that for any open
subset V ⊂ Uα the restriction of ϕα to V × F establishes the fiberwise home-
omorphism of V × F onto p−1(V ). Hence on Uα × Uβ there are two fiberwise
homeomorphisms

ϕα : (Uα ∩ Uβ)× F−→p−1(Uα ∩ Uβ),
ϕβ : (Uα ∩ Uβ)× F−→p−1(Uα ∩ Uβ).

Let ϕαβ denote the homeomorphism ϕ−1
β ϕα which maps (Uα ∩ Uβ) × F onto

itself. The locally trivial bundle is uniquely determined by the following col-
lection: the base B, the fiber F , the covering Uα and the homeomorphisms

ϕαβ : (Uα ∩ Uβ)× F−→(Uα ∩ Uβ)× F.

The total space E should be thought of as a union of the Cartesian products
Uα × F with some identifications induced by the homeomorphisms ϕαβ . By
analogy with the terminology for smooth manifolds, the open sets Uα are called
charts , the family {Uα} is called the atlas of charts , the homeomorphisms ϕα
are called the coordinate homeomorphisms and the ϕαβ are called the transi-
tion functions or the sewing functions . Sometimes the collection {Uα, ϕα} is
called the atlas. Thus any atlas determines a locally trivial bundle. Different
atlases may define isomorphic bundles but, beware, not any collection of home-
omorphisms ϕα forms an atlas. For the classification of locally trivial bundles,
families of homeomorphisms ϕαβ that actually determine bundles should be
selected and then separated into classes which determine isomorphic bundles.
For the homeomorphisms ϕαβ to be transition functions for some locally trivial
bundle:

ϕβα = ϕ−1
β ϕα. (1.1)

Then for any three indices α, β, γ on the intersection (Uα ∩ Uβ ∩ Uγ) × F the
following relation holds:

ϕαγϕγβϕβα = Id,

where Id is the identity homeomorphism and for each α,

ϕαα = Id. (1.2)
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In particular
ϕαβϕβα = Id, (1.3)

thus
ϕαβ = ϕ−1

βα.

Hence for an atlas the ϕαβ should satisfy

ϕαα = Id, ϕαγϕγβϕβα = Id. (1.4)

These conditions are sufficient for a locally trivial bundle to be reconstructed
from the base B, fiber F , atlas {Uα} and homeomorphisms ϕβα. To see this,
let

E′ = ∪α(Uα × F )

be the disjoint union of the spaces Uα×F . Introduce the following equivalence
relation: the point (x, f) ∈ Uα × F is related to the point (y, g) ∈ Uβ × F iff

x = y ∈ Uα ∩ Uβ
and

(y, g) = ϕβα(x, f).

The conditions (1.2), (1.3) guarantee that this is an equivalence relation, that
is, the space E′ is partitioned into disjoint classes of equivalent points. Let
E be the quotient space determined by this equivalence relation, that is, the
set whose points are equivalence classes. Give E the quotient topology with
respect to the projection

π : E′−→E
which associates to a (x, f) its the equivalence class. In other words, the subset
G ⊂ E is called open iff π−1(G) is open set. There is the natural mapping p′

from E′ to B:
p′(x, f) = x.

Clearly the mapping p′ is continuous and equivalent points maps to the same
image. Hence the mapping p′ induces a map

p : E−→B

which associates to an equivalence class the point assigned to it by p′. The map-
ping p is continuous. It remains to construct the coordinate homeomorphisms.
Put

ϕα = π|Uα×F : Uα × F−→E.
Each class z ∈ p−1(Uα) has a unique representative (x, f) ∈ Uα × F . Hence
ϕα is a one to one mapping onto p−1(Uα). By virtue of the quotient topology
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on E the mapping ϕα is a homeomorphism. It is easy to check that (compare
with (1.1))

ϕ−1
β ϕα = ϕβα.

So we have shown that locally trivial bundles may be defined by atlas of charts
{Uα} and a family of homeomorphisms {ϕβα} satisfying the conditions (1.2),
(1.3). Let us now determine when two atlases define isomorphic bundles. First
of all notice that if two bundles p : E−→B and p′ : E′−→B with the same
fiber F have the same transition functions {ϕβα} then these two bundles are
isomorphic. Indeed, let

ϕα : Uα−→p−1(Uα).

ψα : Uα−→p′−1(Uα).

be the corresponding coordinate homeomorphisms and assume that

ϕβα = ϕ−1
β ϕα = ψ−1

β ψα = ψβα.

Then
ϕαψ

−1
α = ϕβψ

−1
β .

We construct a homeomorphism

ψ : E′−→E.
Let x ∈ E′. The atlas {Uα} covers the base B and hence there is an index α
such that x ∈ p′−1(Uα). Set

ψ(x) = ϕαψ
−1
α (x).

It is necessary to establish that the value of ψ(x) is independent of the choice
of index α. If x ∈ p′−1(Uβ) also then

ϕβψ
−1
β (x) = ϕαϕ

−1
α ϕβψ

−1
β ψαψ

−1
α (x) =

= ϕαϕαβϕβαψ
−1
α (x) = ϕαψ

−1
α (x).

Hence the definition of ψ(x) is independent of the choice of chart. Continuity
and other necessary properties are evident. Further, given an atlas {Uα} and
coordinate homomorphisms {ϕα}, if {Vβ} is a finer atlas (that is, Vβ ⊂ Uα for
some α = α(β)) then for the atlas {Vβ}, the coordinate homomorphisms are
defined in a natural way

ϕ′β = ϕα(β)|(Vβ×F ) : Vβ × F−→p−1(Vβ).

The transition functions ϕ′β1,β2
for the new atlas {Vβ} are defined using restric-

tions

ϕ′β1,β2
= ϕα(β1),α(β2)|(Vβ1∩Vβ2 )×F : (Vβ1 ∩ Vβ2)× F−→(Vβ1 ∩ Vβ2)× F.
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Thus if there are two atlases and transition functions for two bundles, with
a common refinement, that is, a finer atlas with transition functions given by
restrictions, it can be assumed that the two bundles have the same atlas. If
ϕβα, ϕ′βα are two systems of the transition functions (for the same atlas), giving
isomorphic bundles then the transition functions ϕβα, ϕ′βα must be related.

Theorem 1 Two systems of the transition functions ϕβα, and ϕ′βα define iso-
morphic locally trivial bundles iff there exist fiber preserving homeomorphisms

hα : Uα × F−→Uα × F

such that
ϕβα = h−1

β ϕ′βαhα. (1.5)

Proof.

Suppose that two bundles p : E−→B andp′ : E′−→B with the coordinate
homeomorphisms ϕα and ϕ′α are isomorphic. Then there is a homeomorphism
ψ : E′−→E. Let

hα = ϕ′−1
α ψ−1ϕα.

Then

h−1
β ϕ′βαhα = ϕ−1

β ψϕ′βϕ
′
βαϕ

′−1
α ψ−1ϕα =

= ϕ−1
β ψϕ′βϕ

′−1
β ϕ′αϕ

′−1
α ψ−1ϕα = ϕβα.

Conversely, if the relation (1.5) holds, put

ψ = ϕαh
−1
α ϕ′−1

α . (1.6)

The definition (1.6) is valid for the subspaces p′−1(Uα) covering E′. To prove
that the right hand sides of (1.6) coincide on the intersection p′−1(Uα∩Uβ) the
relations (1.5) are used:

ϕβh
−1
β ϕ′−1

β = ϕαϕ
−1
α ϕβh

−1
β ϕ′−1

β ϕ′αϕ
′−1
α =

= ϕαϕ
−1
αβh

−1
β ϕ′−1

βα ϕ
′−1
α = ϕαh

−1
α ϕ′−1

αβ hβh
−1
β ϕ′−1

βα ϕ
′−1
α =

= ϕαh
−1
α ϕ′−1

α .
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Examples

1. Let E = B × F and p : E−→B be projections onto the first factors. Then
the atlas consists of one chart Uα = B and only one the transition function
ϕαα = Id and the bundle is said to be trivial .

2. Let E be the Möbius band. One can think of this bundle as a square in
the plane, {(x, y) : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1} with the points (0, y) and (1, 1 − y)
identified for each y ∈ [0, 1]. The projection p maps the space E onto the
segment Ix = {0 ≤ x ≤ 1} with the endpoints x = 0 and x = 1 identified,
that is, onto the circle S1. Let us show that the map p defines a locally trivial
bundle. The atlas consists of two intervals (recall 0 and 1 are identified)

Uα = {0 < x < 1}, Uβ = {0 ≤ x < 1
2
} ∪ {1

2
< x ≤ 1}.

The coordinate homeomorphisms may be defined as following:

ϕα : Uα × Iy−→E,ϕα(x, y) = (x, y),
ϕβ : Uβ × Iy−→E
ϕβ(x, y) = (x, y) for 0 ≤ x < 1

2
,

ϕβ(x, y) = (x, 1− y) for
1
2
< x ≤ 1.

The intersection of two charts Uα ∩ Uβ consists of union of two intervals Uα ∩
Uβ = (0, 1

2 ) ∪ ( 1
2 , 1). The transition function ϕβα have the following form

ϕβα = (x, y) for 0 < x <
1
2
,

ϕβα = (x, 1− y) for
1
2
< x < 1.

The Möbius band is not isomorphic to a trivial bundle. Indeed, for a trivial
bundle all transition functions can be chosen equal to the identity. Then by
Theorem 1 there exist fiber preserving homeomorphisms

hα : Uα × Iy−→Uα × Iy,
hβ : Uβ × Iy−→Uβ × Iy,

such that
ϕβα = h−1

β hα

in its domain of definition (Uα ∩ Uβ) × Iy. Then hα, hβ are fiberwise home-
omorphisms for fixed value of the first argument x giving homeomorphisms of
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interval Iy to itself. Each homeomorphism of the interval to itself maps end
points to end points. So the functions

hα(x, 0), hα(x, 1), hβ(x, 0), hβ(x, 1)

are constant functions, with values equal to zero or one. The same is true for
the functions h−1

β hα(x, 0). On the other hand the function ϕβα(x, 0) is not
constant because it equals zero for each 0 < x < 1

2 and equals one for each
1
2 < x < 1.This contradiction shows that the Möbius band is not isomorphic to
a trivial bundle.

3. Let E be the space of tangent vectors to two dimensional sphere S2 embed-
ded in three dimensional Euclidean space R3. Let

p : E−→S2

be the map associating each vector to its initial point. Let us show that p is a
locally trivial bundle with fiber R2. Fix a point s0 ∈ S2. Choose a Cartesian
system of coordinates in R3 such that the point s0 is the North Pole on the
sphere (that is, the coordinates of s0 equal (0, 0, 1)). Let U be the open subset
of the sphere S2 defined by inequality z > 0. If s ∈ U, s = (x, y, z), then

x2 + y2 + z2 = 1, z > 0.

Let ~e = (ξ, η, ζ) be a tangent vector to the sphere at the point s. Then

xξ + yη + zζ = 0,

that is,
ζ = −(xξ + yη)/z.

Define the map
ϕ : U ×R2−→p−1(U)

by the formula

ϕ(x, y, z, ξ, η) = (x, y, z, ξ, η,−(xξ + yη)/z)

giving the coordinate homomorphism for the chart U containing the point s0 ∈
S2. Thus the map p gives a locally trivial bundle. This bundle is called the
tangent bundle of the sphere S2.
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1.2 THE STRUCTURE GROUPS OF THE
LOCALLY TRIVIAL BUNDLES

The relations (1.4,1.5) obtained in the previous section for the transition func-
tions of a locally trivial bundle are similar to those involved in the calculation
of one dimensional cohomology with coefficients in some algebraic sheaf. This
analogy can be explain after a slight change of terminology and notation and
the change will be useful for us for investigating the classification problem of lo-
cally trivial bundles. Notice that a fiberwise homeomorphism of the Cartesian
product of the base U and the fiber F onto itself

ϕ : U × F−→U × F, (1.7)

can be represented as a family of homeomorphisms of the fiber F onto itself,
parametrized by points of the base B. In other words, each fiberwise homeo-
morphism ϕ defines a map

ϕ̄ : U−→Homeo (F), (1.8)

where Homeo (F) is the group of all homeomorphisms of the fiber F . Fur-
thermore, if we choose the right topology on the group Homeo (F) the map ϕ̄
becomes continuous. Sometimes the opposite is true: the map (1.8) generates
the fiberwise homeomorphism (1.7)with respect to the formula

ϕ(x, f) = (x, ϕ̄(x)f).

So instead of ϕαβ a family of functions

ϕ̄αβ : Uα ∩ Uβ−→Homeo (F),

can be defined on the intersection Uα ∩ Uβ and having values in the group
Homeo (F). In homological algebra the family of functions ϕ̄αβ is called a
one dimensional cochain with values in the sheaf of germs of functions with
values in the group Homeo (F). The condition (1.4) from the section 1.1
means that

ϕ̄αα(x) = Id,

ϕ̄αγ(x)ϕ̄γβ(x)ϕ̄βα(x) = Id.

x ∈ Uα ∩ Uβ ∩ Uγ .
and we say that the cochain {ϕ̄αβ} is a cocycle. The condition (1.5) means
that there is a zero dimensional cochain hα : Uα−→Homeo (F) such that

ϕ̄βα(x) = h−1
β (x)ϕ̄′βα(x)hα(x), x ∈ Uα ∩ Uβ .
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Using the language of homological algebra the condition (1.5) means that co-
cycles {ϕ̄βα} and {ϕ̄′βα} are cohomologous. Thus the family of locally trivial
bundles with fiber F and base B is in one to one correspondence with the
one dimensional cohomology of the space B with coefficients in the sheaf of
the germs of continuous Homeo (F)–valued functions for given open cover-
ing {Uα}. Despite obtaining a simple description of the family of locally trivial
bundles in terms of homological algebra, it is ineffective since there is no simple
method of calculating cohomologies of this kind. Nevertheless, this representa-
tion of the transition functions as a cocycle turns out very useful because of the
situation described below. First of all notice that using the new interpretation
a locally trivial bundle is determined by the base B, the atlas {Uα} and the
functions {ϕαβ} taking the value in the group G = Homeo (F). The fiber F
itself does not directly take part in the description of the bundle. Hence, one
can at first describe a locally trivial bundle as a family of functions {ϕαβ} with
values in some topological group G, and after that construct the total space of
the bundle with fiber F by additionally defining an action of the group G on
the space F , that is, defining a continuous homomorphism of the group G into
the group Homeo (F). Secondly, the notion of locally trivial bundle can be
generalized and the structure of bundle made richer by requiring that both the
transition functions ϕ̄αβ and the functions hα are not arbitrary but take values
in some subgroup of the homeomorphism group Homeo (F).Thirdly, some-
times information about locally trivial bundle may be obtained by substituting
some other fiber F ′ for the fiber F but using the ‘same’ transition functions.
Thus we come to a new definition of a locally trivial bundle with additional
structure — the group where the transition functions take their values.

Definition 2 Let E,B,F be topological spaces and G be a topological group
which acts continuously on the space F . A continuous map

p : E−→B

is said to be a locally trivial bundle with fiber F and the structure group G if
there is an atlas {Uα} and the coordinate homeomorphisms

ϕα : Uα × F−→p−1(Uα)

such that the transition functions

ϕβα = ϕ−1
β ϕα : (Uα ∩ Uβ)× F−→(Uα ∩ Uβ)× F

have the form
ϕβα(x, f) = (x, ϕ̄βα(x)f),
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where ϕ̄βα : (Uα ∩ Uβ)−→G are continuous functions satisfying the conditions

ϕ̄αα(x) ≡ 1, x ∈ Uα,
ϕ̄αβ(x)ϕ̄βγ(x)ϕ̄γα(x) ≡ 1, x ∈ Uα ∩ Uβ ∩ Uγ . (1.9)

The functions ϕ̄αβ are also called the transition functions

Let
ψ : E′−→E

be an isomorphism of locally trivial bundles with the structure group G. Let
ϕα and ϕ

′
α be the coordinate homeomorphisms of the bundles p : E−→B and

p′ : E′−→B, respectively. One says that the isomorphism ψ is compatible with
the structure group G if the homomorphisms

ϕ−1
α ψϕ′α : Uα × F−→Uα × F

are determined by continuous functions

hα : Uα−→G,
defined by relation

ϕ−1
α ψϕ′α(x, f) = (x, hα(x)f). (1.10)

Thus two bundles with the structure group G and transition functions ϕ̄βα
and ϕ′βα are isomorphic, the isomorphism being compatible with the structure
group G, if

ϕ̄βα(x) = hβ(x)ϕ̄′βα(x)hα(x) (1.11)

for some continuous functions hα : Uα−→G. So two bundles whose the transi-
tion functions satisfy the condition (1.11) are called equivalent bundles . It is
sometimes useful to increase or decrease the structure group G. Two bundles
which are not equivalent with respect of the structure group G may become
equivalent with respect to a larger structure group G′, G ⊂ G′. When a bundle
with the structure group G admits transition functions with values in a sub-
group H, it is said that the structure group G is reduced to subgroup H. It is
clear that if the structure group of the bundle p : E−→B consists of only one
element then the bundle is trivial. So to prove that the bundle is trivial, it is
sufficient to show that its the structure group G may be reduced to the trivial
subgroup. More generally, if

ρ : G−→G′
is a continuous homomorphism of topological groups and we are given a locally
trivial bundle with the structure group G and the transition functions

ϕαβ : Uα ∩ Uβ−→G
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then a new locally trivial bundle may be constructed with structure group G′

for which the transition functions are defined by

ϕ′αβ(x) = ρ(ϕαβ(x)).

This operation is called a change of the structure group (with respect to the
homomorphism ρ).

Remark

Note that the fiberwise homeomorphism

ϕ : U × F−→U × F

in general is not induced by continuous map

ϕ̄ : U−→Homeo (F). (1.12)

Because of lack of space we will not analyze the problem and note only that
later on in all our applications the fiberwise homeomorphisms will be induced
by the continuous maps (1.12) into the structure group G.

Now we can return to the third situation, that is, to the possibility to choosing
a space as a fiber of a locally trivial bundle with the structure group G. Let us
consider the fiber

F = G

with the action of G on F being that of left translation, that is, the element
g ∈ G acts on the F by the homeomorphism

g(f) = gf, f ∈ F = G.

Definition 3 A locally trivial bundle with the structure group G is called prin-
cipal G–bundle if F = G and action of the group G on F is defined by the left
translations.

An important property of principal G–bundles is the consistency of the home-
omorphisms with the structure group G and it can be described not only in
terms of the transition functions (the choice of which is not unique) but also in
terms of equivariant properties of bundles.
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Theorem 2 Let
p : E−→B

be a principal G–bundle,

ϕα : Uα ×G−→p−1(Uα)

be the coordinate homeomorphisms. Then there is a right action of the group
G on the total space E such that:

1. the right action of the group G is fiberwise, that is,

p(x) = p(xg), x ∈ E, g ∈ G.

2. the homeomorphism ϕ−1
α transforms the right action of the group G on the

total space into right translations on the second factor, that is,

ϕα(x, f)g = fα(x, fg), x ∈ Uα, f, g ∈ G. (1.13)

Proof.

According to the definitions 2 and 3, the transition functions ϕβα = ϕ−1
β ϕα

have the following form

ϕβα(x, f) = (x, ϕ̄βα(x)f),

where
ϕ̄βα : Uα ∩ Uβ−→G

are continuous functions satisfying the conditions (1.9). Since an arbitrary
point z ∈ E can be represented in the form

z = ϕα(x, f)

for some index α, the formula (1.13) determines the continuous right action of
the group G provided that this definition is independent of the choice of index
α. So suppose that

z = ϕα(x, f) = ϕβ(x, f ′).

We need to show that the element zg does not depend on the choice of index,
that is,

ϕα(x, fg) = ϕβ(x, f ′g).
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or
(x, f ′g) = ϕα−1ϕβ(x, fg) = ϕβα(x, fg)

or
f ′g = ϕ̄βα(x)fg. (1.14)

However,
(x, f ′) = ϕ−1

β ϕα(x, f) = ϕβα(x, f) = (x, ϕ̄βαf),

Hence
f ′ = ϕ̄βα(x)f. (1.15)

Thus multiplying (1.15) by g on the right gives (1.14).

Theorem 2 allows us to consider principal G–bundles as having a right action
on the total space.

Theorem 3 Let
ψ : E′−→E (1.16)

be a fiberwise map of principal G–bundles. The map (1.16) is the isomorphism
of locally trivial bundles with the structure group G, that is, compatible with the
structure group G iff this map is equivariant (with respect to right actions of
the group G on the total spaces).

Proof.

Let

p : E−→B,
p′ : E′−→B

be locally trivial principal bundles both with the structure group G and let ϕα,
ϕ′α be coordinate homeomorphisms. Then by the definition (1.10), the map ψ
is an isomorphism of locally trivial bundles with structure group G when

ϕ−1
α ψϕ′α(x, g) = (x, hα(x)g). (1.17)

for some continuous functions

hα : Uα−→G.
It is clear that the maps defined by (1.17) are equivariant since

[ϕ−1
α ψϕ′α(x, g)]g1 = (x, hα(x)g)g1 =

= (x, hα(x)gg1) = ϕ−1
α ψϕ′α(x, gg1).
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Hence the map ψ is equivariant with respect to the right actions of the group
G on the total spaces E and E′. Conversely, let the map ψ be equivariant with
respect to the right actions of the group G on the total spaces E and E′. By
Theorem 2, the map ϕ−1

α ψϕ′α is equivariant with respect to right translations of
the second coordinate of the space Uα×G. Since the map ϕ−1

α ψϕ′α is fiberwise,
it has the following form

ϕ−1
α ψϕ′α(x, g) = (x,Aα(x, g)). (1.18)

The equivariance of the map (1.18) implies that

Aα(x, gg1) = Aα(x, g)g1

for any x ∈ Uα, g, g1 ∈ G. In particular, putting g = e that

Aα(x, g1) = Aα(x, e)g1

So putting
hα(x) = Aα(x, e),

it follows that
hα(x)g = Aα(x, g).

and
ϕ−1
α ψϕ′α(x, g) = (x, hα(x)g).

The last identity means that ψ is compatible with the structure group G.

Thus by Theorem 3, to show that two locally trivial bundles with the structure
group G (and the same base B) are isomorphic it necessary and sufficient
to show that there exists an equivariant map of corresponding principal G–
bundles (inducing the identity map on the base B). In particular, if one of the
bundles is trivial, for instance, E′ = B × G, then to construct an equivariant
map ψ : E′−→E it is sufficient to define a continuous map ψ on the subspace
{(x, e) : x ∈ B, } ⊂ E′ = B×G into E. Then using equivariance, the map ψ is
extended by formula

ψ(x, g) = ψ(x, e)g.

The map{(x, e) : x ∈ B, } ψ−→E′ can be considered as a map

s : B−→E (1.19)

satisfying the property
ps(x) = x, x ∈ B. (1.20)

The map (1.19) with the property (1.20) is called a cross–section of the
bundle. So each trivial principal bundle has cross–sections. For instance, the
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map B−→B × G defined by x−→(x, e) is a cross–section. Conversely, if a
principal bundle has a cross–section s then this bundle is isomorphic to the
trivial principal bundle. The corresponding isomorphism ψ : B × G−→E is
defined by formula

ψ(x, g) = s(x)g, x ∈ B, g ∈ G.
Let us relax our restrictions on equivariant mappings of principal bundles with
the structure group G. Consider arbitrary equivariant mappings of total spaces
of principal G–bundles with arbitrary bases. Each fiber of a principal G–bundle
is an orbit of the right action of the group G on the total space and hence for
each equivariant mapping

ψ : E′−→E
of total spaces, each fiber of the bundle

p′ : E′−→B′

maps to a fiber of the bundle

p : E−→B. (1.21)

In other words, the mapping ψ induces a mapping of bases

χ : B′−→B (1.22)

and the following diagram is commutative

E′
ψ−→ Eyp′

yp
B′

χ−→ B

. (1.23)

Let Uα ⊂ B be a chart in the base B and let U ′β be a chart such that

χ(U ′β) ⊂ Uα.

The mapping ϕ−1
α ψϕ′β makes the following diagram commutative

U ′β ×G
ϕ−1

α ψϕ′β−→ Uα ×Gyp′ϕ′β
ypϕα

U ′β
χ−→ Uα

. (1.24)

In diagram (1.24), the mappings p′ϕ′β and pϕα are projections onto the first
factors. So one has

ϕ−1
α ψϕ′β(x

′, g) = (χ(x′), hβ(x′)g).
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Hence the mapping (1.22) is continuous. Compare the transition functions of
these two bundles. First we have

(x′, ϕ̄′β1β2
(x′)g) = ϕ′β1β2

(x′, g) = ϕ′−1
β1

ϕ′β2
(x′, g).

Then

(χ(x′), hβ1(x
′)ϕ̄′β1β2

(x′)g) =

ϕ−1
α1
ψϕ′β1

ϕ′−1
β1

ϕ′β2
(x′, g) = ϕ−1

α1
ψϕ′β2

(x′, g) =

= ϕ−1
α1
ϕα1ϕ

−1
α2
ψϕ′β2

(x′, g) = (χ(x′), ϕ̄α1α2(χ(x′))hβ2(x
′)g),

that is,
hβ1(x

′)ϕ̄β1β2(x
′) = ϕ̄α1α2(χ(x′))hβ2(x

′),

or
hβ1(x

′)ϕ̄′β1β2
(x′)h−1

β2
(x′) = ϕ̄α1α2(χ(x′)). (1.25)

By Theorem 1 the left part of (1.25) are the transition functions of a bundle
isomorphic to the bundle

p′ : E′−→B′. (1.26)

Thus any equivariant mapping of total spaces induces a mapping of bases

χ : B′−→B.

Moreover, under a proper choice of the coordinate homeomorphisms the transi-
tion functions of the bundle (1.26) are inverse images of the transition functions
of the bundle (1.21). The inverse is true as well: if

χ : B′−→B

is a continuous mapping and
p : E−→B

is a principal G–bundle then one can put

U ′α = χ−1(Uα), ϕ̄′αβ(x
′) = ϕ̄αβ(χ(x)). (1.27)

Then the transition functions (1.27) define a principal G–bundle

p′ : −→B,

for which there exists an equivariant mapping

ψ : E′−→E
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with commutative diagram (1.23). The bundle defined by the transition func-
tions (1.27) is called the inverse image of the bundle p : E−→B with respect
to the mapping χ . In the special case when the mapping χ : B′−→B is an
inclusion then we say that the inverse image of the bundle with respect to the
mapping χ is the restriction of the bundle to the subspace B′′ = χ(B′). In
this case the total space of the restriction of the bundle to the subspace B′′

coincides with the inverse image

E′′ = p−1(B′′) ⊂ E.
Thus if

E′
ψ−→E

is an equivariant mapping of total spaces of principalG–bundles then the bundle
p′ : E′−→B′ is an inverse image of the bundle p : −→B with respect to the
mapping χ : B′−→B. Constructing of the inverse image is an important way
of construction new locally trivial bundles. The following theorem shows that
inverse images with respect to homotopic mappings are isomorphic bundles.

Theorem 4 Let
p : E−→B × I

be a principal G–bundle, where the base is a Cartesian product of the compact
space B and the unit interval I = [0, 1], and let G be a Lie group. Then
restrictions of the bundle p to the subspaces B×{0} and B×{1} are isomorphic.

Proof.

Without of the loss of generality we can assume that the atlas {Uα} consists of
an atlas {Vβ} on the space B and a finite system of intervals [ak, ak+1] which
cover the segment I, that is,

Uα = Vβ × [ak, ak+1].

Further, it suffices to assume that there is only one interval [ak, ak+1] which
equals I, so

Uα = Vα × I.
Then the transition functions ϕαβ depend on the two arguments x ∈ Vα∩Vβ and
t ∈ I. Further, we can assume that the transition functions ϕαβ are defined
and continuous on the closures V̄α ∩ V̄β and thus are uniformly continuous.
Hence, we can assume that there exists an open neighborhood O of the neutral
element of the group G homeomorphic to a disc and such that

ϕαβ(x, t1)ϕ−1
αβ(x, t2) ∈ O, x ∈ Vα ∩ Vβ , t1, t2 ∈ I,
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and the power ON lies in a disk, where N is the number of charts. We construct
the functions

hα : Vα−→G, 1 ≤ α ≤ N,
by induction. Let

h1(x) ≡ 1.

Then the function h2(x) is defined on the set V̄1 ∩ V̄2 by the formula

h2(x) = ϕ−1
12 (x, 1)ϕ12(x, 0) ∈ O. (1.28)

Then the function (1.28) can be extended on the whole chart V2, h2 : V2−→O.
Further, notice that when α < β the function hβ(x) should satisfy the following
condition

hβ(x) = ϕ−1
αβ(x, 1)hα(x)ϕαβ(x, 0). (1.29)

on the set V̄α ∩ V̄β . Assume that the functions hα(x) ∈ Oα are defined for all
α < β and satisfy the condition (1.29). Then the function hβ(x) is well defined
on the set ⋃

α<β

(V̄α ∩ V̄β)

and takes values in the set Oβ . Hence, the function hβ can be extended on the
chart V̄β taking values in Oβ .

Corollary 1 If the transition functions ϕαβ(x) and ψαβ(x) are homotopic
within the class of the transition functions then corresponding bundles are iso-
morphic.

Examples

1. In section 1 we considered the Möbius band. The transition functions
ϕαβ take two values in the homeomorphism group of the fiber: the identity
homeomorphism e(y) ≡ y, y ∈ I and homeomorphism j(y) ≡ 1 − y, y ∈ I.
The group generated by the two elements e and j has the order two since j2 = e.
So instead of the Möbius band we can consider corresponding principal bundle
with the structure group G = Z2. As a topological space the group G consists
of two isolated points. So the fiber of the principal bundle is the discrete two-
point space. This fiber space can be thought of as two segments with ends
which are identified crosswise. Hence the total space is also a circle and the
projection p : S1−→S1 is a two-sheeted covering. This bundle is nontrivial
since the total space of a trivial bundle would have two connected components.
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2. In example 3 of section 1 the tangent bundle of two dimensional sphere was
considered. The coordinate homeomorphisms

ϕ : U ×R2−→R3 ×R3

were defined by formulas that were linear with respect to the second argument.
Hence the transition functions also have values in the group of linear trans-
formations of the fiber F = R2, that is, G = GL (2,R). It can be shown
that the structure group G can be reduced to the subgroup O(n) of orthonor-
mal transformations, induced by rotations and reflections of the plane. Let us
explain these statements about the example of the tangent bundle of the two
dimensional sphere S2. To define a coordinate homeomorphism means to define
a basis of tangent vectors e1(x), e2(x) at each point x ∈ Uα such that functions
e1(x) and e2(x) are continuous.

Let us choose two charts Uα = {(x, y, z) : z 6= 1}, Uβ = {(x, y, z) : z 6=
−1}. The south pole P0 = (0, 0,−1) belongs to the chart Uα. The north pole
P1 = (0, 0,+1) belongs to the chart Uβ . Consider the meridians. Choose an
orthonormal basis for the tangent space of the point P0 and continue it along
the meridians by parallel transfer with respect to the Riemannian metric of
the sphere S2 to all of the chart Uα. Thus we obtain a continuous family of
orthonormal bases e1(x), e2(x) defined at each point of Uα. In a similar way
we construct a continuous family of orthonormal bases e′1(x), e

′
2(x) defined

over Uβ . Then the coordinate homeomorphisms are defined by the following
formulas

ϕα(x, ξ, η) = ξe1(x) + ηe2(x)
ϕβ(x, ξ′, η′) = ξ′e′1(x) + η′e′2(x).

The transition function fβα = ϕ−1
β ϕα expresses the coordinates of a tangent

vector at a point x ∈ Uα ∩ Uβ in terms of the basis e′1(x), e
′
2(x) by the co-

ordinates of the same vector with respect to the basis e1(x), e2(x). As both
bases are orthonormal, the change of coordinates (ξ′, η′) into coordinates (ξ, η)
is realized by multiplication by an orthogonal matrix. Thus the structure group
GL (2,R) of the tangent bundle of the sphere §2 is reducing to the subgroup
O(2) ⊂ GL (2,R).

3. Any trivial bundle with the base B can be constructed as the inverse image
of the mapping of the base B into a one-point space {pt} which is the base of
a trivial bundle.
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1.3 VECTOR BUNDLES

The most important special class of locally trivial bundles with given structure
group is the class of bundles where the fiber is a vector space and the structure
group is a group of linear automorphisms of the vector space. Such bundles are
called vector bundles . So, for example, the tangent bundle of two-dimensional
sphere S2 is a vector bundle. One can also consider locally trivial bundles
where fiber is a infinite dimensional Banach space and the structure group is
the group of invertible bounded operators of the Banach space. In the case
when the fiber is Rn, the vector bundle ξ is said to be finite dimensional
and the dimension of the vector bundle is equal to n (dim ξ = n). When
the fiber is an infinite dimensional Banach space, the bundle is said to be
infinite dimensional . Vector bundles possess some special features. First of all
notice that each fiber p−1(x), x ∈ B has the structure of vector space which
does not depend on the choice of coordinate homeomorphism. In other words,
the operations of addition and multiplication by scalars is independent of the
choice of coordinate homeomorphism. Indeed, since the structure group G is
GL (n,R) the transition functions

ϕαβ : (Uα ∩ Uβ)×Rn−→(Uα ∩ Uβ)×Rn

are linear mappings with respect to the second factor. Hence a linear com-
bination of vectors goes to the linear combination of images with the same
coefficients.

Denote by Γ(ξ) the set of all sections of the vector bundle ξ. Then the set
Γ(ξ) becomes an (infinite dimensional) vector space. To define the structure of
vector space on the Γ(ξ) consider two sections s1, s2:

s1, s2 : B−→E.

Put
(s1 + s2)(x) = s1(x) + s2(x), x ∈ B, (1.30)

(λs1)(x) = λ(s1(x)), λ ∈ R, x ∈ B. (1.31)

The formulas (1.30) and (1.31) define on the set Γ(ξ) the structure of vector
space. Notice that an arbitrary section s : B−→E can be described in local
terms. Let {Uα} be an atlas, ϕα : Uα ×Rn−→p−1(Uα) be coordinate homeo-
morphisms, ϕαβ = ϕ−1

β ϕα. Then the compositions

ϕ−1
α s : Uα−→Uα ×Rn
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are sections of trivial bundles over Uα and determine vector valued functions
sα : Uα−→Rn by the formula

(ϕ−1
α )(x) = (x, sα), x ∈ Uα.

On the intersection of two charts Uα ∩ Uβ the functions sα(x) satisfy the fol-
lowing compatibility condition

sβ(x) = ϕβα(x)(sα(x)). (1.32)

Conversely, if one has a family of vector valued functions sα : Uα−→Rn which
satisfy the compatibility condition (1.32) then the formula

s(x) = ϕα(x, sα(x))

determines the mapping s : B−→E uniquely (that is, independent of the choice
of chart Uα).

The map s is a section of the bundle ξ.

1.3.1 Operations of direct sum and tensor
product

There are natural operations induced by the direct sum and tensor product of
vector spaces on the family of vector bundles over a common base B. Firstly,
consider the operation of direct sum of vector bundles. Let ξ1 and ξ2 be two vec-
tor bundles with fibers V1 and V2, respectively. Denote the transition functions
of these bundles in a common atlas of charts by ϕ1

αβ(x) and ϕ2
αβ(x). Notice

that values of the transition function ϕ1
αβ(x) lie in the group GL (V1) whereas

the values of the transition function ϕ2
αβ(x) lie in the group GL (V2). Hence

the transition functions ϕ1
αβ(x) and ϕ2

αβ(x) can be considered as matrix–values
functions of orders n1 = dimV1 and n2 = dimV2, respectively. Both of them
should satisfy the conditions (1.9) from the section 2.

We form a new space V = V1 ⊕ V2. The linear transformation group GL (V )
is the group of matrices of order n = n1 + n2 which can be decomposed into
blocks with respect to decomposition of the space V into the direct sum V1⊕V2.
Then the group GL (V ) has the subgroup GL (V1) ⊕ GL (V2) of matrices
which have the following form:

A =
∥∥∥∥
A1 0
0 A2

∥∥∥∥ = A1 ⊕A2, A1 = GL (V1), A2 = GL (V2).
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Then we can construct new the transition functions

ϕαβ(x) = ϕ1
αβ(x)⊕ ϕ2

αβ(x) =
∥∥∥∥
ϕ1
αβ(x) 0
0 ϕ2

αβ(x)

∥∥∥∥ . (1.33)

The transition functions (1.33) satisfy the conditions (1.9) from section 2, that
is, they define a vector bundle with fiber V = V1⊕V2. The bundle constructed
above is called the direct sum of vector bundles ξ1 and ξ2 and is denoted by
ξ = ξ1 ⊕ ξ2. The direct sum operation can be constructed in a geometric way.
Namely, let p1 : E1−→B be a vector bundle ξ1 and let p2 : E2−→B be a vector
bundle ξ2. Consider the Cartesian product of total spaces E1 × E2 and the
projection

p3 = p1 × p2 : E1 × E2−→B ×B.
It is clear that p is vector bundle with the fiber V = V1 ⊕ V2.

Consider the diagonal ∆ ⊂ B × B, that is, the subset ∆ = {(x, x) : x ∈ B}.
The diagonal ∆ is canonically homeomorphic to the space B. The restriction
of the bundle p3 to ∆ ≈ B is a vector bundle over B. The total space E of this
bundle is the subspace E ⊂ E1 × E2 that consists of the vectors (y1, y2) such
that

p1(y1) = p2(y2).

It is easy to check that {Uα1 × Uα2} gives an atlas of charts for the bundle p3.

The transition functions ϕ(β1β2)(α1α2)(x, y) on the intersection of two charts
(Uα1 × Uα2) ∩ (Uβ1 × Uβ2) have the following form:

ϕ(β1β2)(α1α2)(x, y) =
∥∥∥∥
ϕ1
β1α1

(x) 0
0 ϕ2

β2α2
(y)

∥∥∥∥ .

Hence on the diagonal ∆ ≈ B the atlas consists of sets Uα ≈ ∆ ∩ (Uα × Uα).

Then the transition functions for the restriction of the bundle p3 on the diagonal
have the following form:

ϕ(ββ)(αα)(x, x) =
∥∥∥∥
ϕ1
βα(x) 0
0 ϕ2

βα(x)

∥∥∥∥ . (1.34)

So the transition functions (1.34) coincide with the transition functions defined
for the direct sum of the bundles ξ1 and ξ2. Now let us proceed to the definition
of tensor product of vector bundles. As before, let ξ1 and ξ2 be two vector
bundles with fibers V1 and V2 and let ϕ1

αβ(x) and ϕ2
αβ(x) be the transition

functions of the vector bundles ξ1 and ξ2,

ϕ1
αβ(x) ∈ GL (V1), ϕ2

αβ(x) ∈ GL (V2), x ∈ Vα ∩ Vβ .
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Let V = V1 ⊗ V2. Then form the tensor product A1 ⊗ A2 ∈ GL (V1 ⊗ V2) of
the two matrices A1 ∈ GL (V1), A2 ∈ GL (V2). Put

ϕαβ(x) = ϕ1
αβ(x)⊗ ϕ2

αβ(x).

Now we have obtained a family of the matrix value functions ϕαβ(x) which
satisfy the conditions (1.9) from the section 2. The corresponding vector bundle
ξ with fiber V = V1 ⊗ V2 and transition functions ϕαβ(x) will be called the
tensor product of bundles ξ1 and ξ2 and denoted by

ξ = ξ1 ⊗ ξ2.

What is common in the construction of the operations of direct sum and op-
eration of tensor product? Both operations can be described as the result of
applying the following sequence of operations to the pair of vector bundles ξ1
and ξ2:

1. Pass to the principal GL (V1)– and GL (V2)– bundles;

2. Construct the principal ( GL (V1)× GL (V2))– bundle over the Cartesian
square B ×B;

3. Restrict to the diagonal ∆, homeomorphic to the space B.

4. Finally, form a new principal bundle by means of the relevant representa-
tions of the structure group GL (V1)× GL (V2) in the groups GL (V1⊕
V2) and GL (V1 ⊗ V2), respectively.

The difference between the operations of direct sum and tensor product lies in
choice of the representation of the group GL (V1)× GL (V2).

By using different representations of the structure groups, further operations
of vector bundles can be constructed, and algebraic relations holding for rep-
resentations induce corresponding algebraic relations vector bundles.

In particular, for the operations of direct sum and tensor product the following
well known relations hold:

1. Associativity of the direct sum

(ξ1 ⊕ ξ2)⊕ ξ3 = ξ1 ⊕ (ξ2 ⊕ ξ3).
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This relation is a consequence of the commutative diagram

GL (V1 ⊕ V2)× GL (V3)
↗ ρ1 ↘ ρ2

GL (V1)× GL (V2)× GL (V3) GL (V1 ⊕ V2 ⊕ V3)
↘ ρ3 ↗ ρ4

GL (V1)× GL (V2 ⊕ V3)

where

ρ1(A1, A2, A3) = (A1 ⊕A2, A3),
ρ2(B,A3) = B ⊕A3,

ρ3(A1, A2, A3) = (A1, A2 ⊕A3),
ρ4(A1, C) = A1 ⊕ C.

Then

ρ2ρ1(A1, A2, A3) = (A1 ⊕A2)⊕A3,

ρ4ρ3(A1, A2, A3) = A1 ⊕ (A2 ⊕A3).

It is clear that
ρ2ρ1 = ρ4ρ3

since the relation

(A1 ⊕A2)⊕A3 = A1 ⊕ (A2 ⊕A3)

is true for matrices.

2. Associativity for tensor products

(ξ1 ⊗ ξ2)⊗ ξ3 = ξ1 ⊗ (ξ2 ⊗ ξ3).
This relation is a consequence of the commutative diagram

GL (V1 ⊗ V2)× GL (V3)
↗ ρ1 ↘ ρ2

GL (V1)× GL (V2)× GL (V3) GL (V1 ⊗ V2 ⊗ V3)
↘ ρ3 ↗ ρ4

GL (V1)× GL (V2 ⊗ V3)

The commutativity is implied from the relation

(A1 ⊗A2)⊗A3 = A1 ⊗ (A2 ⊗A3)

for matrices.
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3. Distributivity:

(ξ1 ⊕ ξ2)⊗ ξ3 = (ξ1 ⊗ ξ3)⊕ (ξ2 ⊗ ξ3).

This property is implied by the corresponding relation

(A1 ⊕A2)⊗A3 = (A1 ⊗A3)⊕ (A2 ⊗A3).

for matrices.

4. Denote the trivial vector bundle with the fiber Rn by n̄. The total space
of trivial bundle is homeomorphic to the Cartesian product B×Rn and it
follows that

n̄ = 1̄⊕ 1̄⊕ . . .⊕ 1̄(n times).

and
ξ ⊗ 1̄ = ξ,

ξ ⊗ n̄ = ξ ⊕ ξ ⊕ . . .⊕ ξ(n times).

1.3.2 Other operations with vector bundles

Let V = Hom (V1, V2) be the vector space of all linear mappings from the space
V1 to the space V2. For infinite dimensional Banach spaces we will assume
that all linear mappings considered are bounded. Then there is a natural
representation of the group GL (V1)× GL (V2) into the group GL (V ) which
to any pair A1 ∈ GL (V1), A2 ∈ GL (V2) associates the mapping

ρ(A1, A2) : Hom (V1, V2)−→Hom (V1, V2)

by the formula
ρ(A1, A2)(f) = A2 ◦ f ◦A−1

1 . (1.35)

Then following the general method of constructing operations for vector bundles
one obtains for each pair of vector bundles ξ1 and ξ2 with fibers V1 and V2 and
transition functions ϕ1

αβ(x) and ϕ2
αβ(x) a new vector bundle with fiber V and

transition functions
ϕαβ(x) = ρ(ϕ1

αβ(x), ϕ
2
αβ(x)) (1.36)

This bundle is denoted by HOM (ξ1, ξ2).

When V2 = R1, the space Hom (V1, R
1) is denoted by V ∗1 . Correspondingly,

when ξ2 = 1̄ the bundle HOM (ξ, 1̄) will be denoted by ξ∗ and called the dual
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bundle . It is easy to check that the bundle ξ∗ can be constructed from ξ by
means of the representation of the group GL (V ) to itself by the formula

A−→(At)−1, A ∈ GL (V ).

There is a bilinear mapping

V × V ∗ β−→R1,

which to each pair (x, h) associates the value h(x).

Consider the representation of the group GL (V ) on the space V ×V ∗ defined
by matrix

A−→
∥∥∥∥
A 0
0 ρ(A, 1)

∥∥∥∥
(see (1.35)). Then the structure group GL (V × V ∗) of the bundle ξ ⊕ ξ∗ is
reduced to the subgroup GL (V ). The action of the group GL (V ) on the
V × V ∗ has the property that the mapping β is equivariant with respect to
trivial action of the group GL (V ) on R1. This fact means that the value of
the form h on the vector x does not depend on the choice of the coordinate
system in the space V . Hence there exists a continuous mapping

β̄ : ξ ⊕ β∗−→1̄,

which coincides with β on each fiber.

Let Λk(V ) be the k-th exterior power of the vector space V . Then to each
transformation A : V−→V is associated the corresponding exterior power of
the transformation

Λk(A) : Λk(V )−→Λk(V ),

that is, the representation

Λk : GL (V )−→ GL (Λk(V )).

The corresponding operation for vector bundles will be called the operation of
the k-th exterior power and the result denoted by Λk(ξ). Similar to vector
spaces, for vector bundles one has

Λ1(ξ) = ξ,

Λk(ξ) = 0 for k > dim ξ,

Λk(ξ1 ⊕ ξ2) = ⊕kα=0Λα(ξ1)⊗ Λk−α(ξ2), (1.37)
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where by definition
Λ0(ξ) = 1̄.

It is convenient to write the relation (1.37) using the partition function. Let us
introduce the polynomial

Λt(ξ) = Λ0(ξ) + Λ1(ξ)t+ Λ2(ξ)t2 + . . .+ Λn(ξ)tn.

Then
Λt(ξ1 ⊕ ξ2) = Λt(ξ1)⊗ Λt(ξ2). (1.38)

and the formula (1.38) should be interpreted as follows: the degrees of the
formal variable are added and the coefficients are vector bundles formed using
the operations of tensor product and direct sum.

1.3.3 Mappings of vector bundles

Consider two vector bundles ξ1 and ξ2 where

ξi = {pi : Ei−→B, Vi is fiber}.
Consider a fiberwise continuous mapping

f : E1−→E2.

The map f will be called a linear map of vector bundles or homomorphism
of bundles if f is linear on each fiber. The family of all such linear mappings
will be denoted by Hom (ξ1, ξ2). Then the following relation holds:

Hom (ξ1, ξ2) = Γ(HOM (ξ1, ξ2)). (1.39)

By intuition, the relation (1.39) is evident since elements from both the left-
hand and right-hand sides are families of linear transformations from the fiber
V1 to the fiber V2, parametrized by points of the base B.

To prove the relation (1.39), let us express elements from both the left-hand
and right-hand sides of (1.39) in terms of local coordinates. Consider an atlas
{Uα} and coordinate homeomorphisms ϕ1

α, ϕ
2
α for bundles ξ1, ξ2. By means

of the mapping f : E1−→E2 we construct a family of mappings:

(ϕ2
α)−1fϕ1

α : Uα × V1−→Uα × V2,

defined by the formula:

[(ϕ2
α)−1fϕ1

α](x, h) = (x, fα(x)h),
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for the continuous family of linear mappings

fα(x) : V1−→V2.

On the intersection of two charts Uα∩Uβ two functions fα(x) and fβ(x) satisfy
the following condition

ϕ2
βα(x)fα(x) = fβ(x)ϕ1

βα(x),

or
fβ(x) = ϕ2

βα(x)fα(x)ϕ1
αβ(x).

Taking into account the relations (1.35), (1.36) we have

fβ(x) = ϕβα(x)(fα(x)). (1.40)

In other words, the family of functions

fα(x) ∈ V = Hom (V1, V2), x ∈ Uα
satisfies the condition (1.40), that is, determines a section of the bundle
HOM (ξ1, ξ2). Conversely, given a section of the bundle HOM (ξ1, ξ2), that is,
a family of functions fα(x) satisfying condition (1.40) defines a linear mapping
from the bundle ξ1 to the bundle ξ2. In particular, if

ξ1 = 1̄, V1 = R1

then
Hom (V1, V2) = V2.

Hence
HOM (1̄, ξ2) = ξ2.

Hence
Γ(ξ2) = Hom (1̄, ξ2),

that is, the space of all sections of vector bundle ξ2 is identified with the space
of all linear mappings from the one dimensional trivial bundle 1̄ to the bundle
ξ2.

The second example of mappings of vector bundles gives an analogue of bilinear
form on vector bundle. A bilinear form is a mapping

V × V−→R1,
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which is linear with respect to each argument. Consider a continuous family
of bilinear forms parametrized by points of base. This gives us a definition of
bilinear form on vector bundle, namely, a fiberwise continuous mapping

f : ξ ⊕ ξ−→1̄ (1.41)

which is bilinear in each fiber and is called a bilinear form on the bundle ξ.
Just as on a linear space, a bilinear form on a vector bundle (1.41) induces a
linear mapping from the vector bundle ξ to its dual bundle ξ∗

f̄ : ξ−→ξ∗,
such that f decomposes into the composition

ξ ⊕ ξf̄⊕Id−→ ξ∗ ⊕ ξ β−→1̄,

where
Id : ξ−→ξ

is the identity mapping and

ξ ⊕ ξf̄⊕Id−→ ξ∗ ⊕ ξ
is the direct sum of mappings f̄ and Id on each fiber. When the bilinear form
f is symmetric, positive and nondegenerate we say that f is a scalar product
on the bundle ξ.

Theorem 5 Let ξ be a finite dimensional vector bundle over a compact base
space B. Then there exists a scalar product on the bundle ξ, that is, a nonde-
generate, positive, symmetric bilinear form on the ξ.

Proof.

We must construct a fiberwise mapping (1.41) which is bilinear, symmetric,
positive, nondegenerate form in each fiber. This means that if x ∈ B, v1, v2 ∈
p−1(x) then the value f(v1, v2) can be identified with a real number such that

f(v1, v2) = f(v2, v1)

and
f(v, v) > 0 for any v ∈ p−1(x), v 6= 0.

Consider the weaker condition

f(v, v) ≥ 0.
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Then we obtain a nonnegative bilinear form on the bundle ξ. If f1, f2 are two
nonnegative bilinear forms on the bundle ξ then the sum f1 + f2 and a linear
combination ϕ1f1 +ϕ2f2 for any two nonnegative continuous functions ϕ1 and
ϕ2 on the base B gives a nonnegative bilinear form as well.

Let {Uα} be an atlas for the bundle ξ. The restriction ξ|Uα
is a trivial bundle

and is therefore isomorphic to a Cartesian product Uα × V where V is fiber
of ξ. Therefore the bundle ξ|Uα

has a nondegenerate positive definite bilinear
form

fα : ξ|Uα ⊕ ξ|Uα−→1̄.

In particular, if v ∈ p−1(x), x ∈ Uα and v 6= 0 then

fα(v, v) > 0.

Consider a partition of unity {gα} subordinate to the atlas {Uα}. Then

0 ≤ gα(x) ≤ 1,
∑
α

gα(x) ≡ 1,

Supp gα ⊂ Uα.
We extend the form fα by formula

f̄α(v1, v2) =
{
gα(x)fα(v1,v2) v1, v2 ∈ p−1(x) x ∈ Uα,
0 v1, v2 ∈ p−1(x) x 6∈ Uα. (1.42)

It is clear that the form (1.42) defines a continuous nonnegative form on the
bundle ξ. Put

f(v1, v2) =
∑
α

fα(v1, v2). (1.43)

The form (1.43) is then positive definite. Actually, let 0 6= v ∈ p−1(x). Then
there is an index α such that

gα(x) > 0.

This means that
x ∈ Uα and fα(v, v) > 0.

Hence
f̄α(v, v) > 0

and
f(v, v) > 0.
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Theorem 6 For any vector bundle ξ over a compact base space B with dim ξ =
n, the structure group GL (n,R) reduces to subgroup O(n).

Proof.

Let us give another geometric interpretation of the property that the bundle ξ
is locally trivial. Let Uα be a chart and let

ϕα : Uα × V−→p−1(Uα)

be a trivializing coordinate homeomorphism. Then any vector v ∈ V defines a
section of the bundle ξ over the chart Uα

σ : Uα−→p−1(Uα),
σ(x) = ϕα(x, v) ∈ p−1(Uα).

If v1, . . . , vn is a basis for the space V then corresponding sections

σαk (x) = ϕα(x, vk)

form a system of sections such that for each point x ∈ Uα the family of vectors
σα1 (x), . . . , σαn(x) ∈ p−1(x) is a basis in the fiber p−1(x).

Conversely, if the system of sections

σα1 , . . . , σ
α
n : Uα−→p−1(Uα)

forms basis in each fiber then we can recover a trivializing coordinate homeo-
morphism

ϕα(x,
∑

i

λivi) =
∑

i

λiσ
α
i (x) ∈ p−1(Uα).

From this point of view, the transition function ϕβα = ϕ−1
β ϕα has an inter-

pretation as a change of basis matrix from the basis {σα1 (x), . . . , σαn(x)} to
{σβ1 (x), . . . , σβn(x)} in the fiber p−1(x), x ∈ Uα ∩ Uβ . Thus Theorem 6 will be
proved if we construct in each chart Uα a system of sections {σα1 , . . . , σαn} which
form an orthonormal basis in each fiber with respect to a inner product in the
bundle ξ. Then the transition matrices from one basis {σα1 (x), . . . , σαn(x)} to
another basis {σβ1 (x), . . . , σβn(x)} will be orthonormal, that is, ϕβα(x) ∈ O(n).
The proof of Theorem 6 will be completed by the following lemma.

Lemma 1 Let ξ be a vector bundle, f a scalar product in the bundle ξ and
{Uα} an atlas for the bundle ξ. Then for any chart Uα there is a system of
sections {σα1 , . . . , σαn} orthonormal in each fiber p−1(x), x ∈ Uα.
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Proof.

The proof of the lemma simply repeats the Gramm-Schmidt method of con-
struction of orthonormal basis. Let

τ1, . . . , τn : Uα−→p−1(Uα)

be an arbitrary system of sections forming a basis in each fiber p−1(x), x ∈ Uα.
Since for any x ∈ Uα,

τ1(x) 6= 0

one has
f(τ1(x), τ1(x)) > 0.

Put

τ ′1(x) =
τ1(x)√

f(τ1(x), τ1(x))
.

The new system of sections τ ′1, τ2, . . . , τn forms a basis in each fiber. Put

τ ′′2 (x) = τ2(x)− f(τ2(x), τ ′1(x))τ
′
1(x).

The new system of sections τ ′1, τ
′′
2 , τ3(x), . . . , τn forms a basis in each fiber. The

vectors τ ′1(x) have unit length and are orthogonal to the vectors τ ′′2 (x) at each
point x ∈ Uα. Put

τ ′2(x) =
τ ′′2 (x)√

f(τ ′′2 (x), τ ′′2 (x))
.

Again, the system of sections τ ′1, τ
′
2, τ3(x), . . . , τn forms a basis in each fiber

and, moreover, the vectors τ ′1, τ
′
2 are orthonormal.

Then we rebuild the system of sections by induction. Let the sections τ ′1, . . . , τ
′
k,

τk+1(x), . . . , τn form a basis in each fiber and suppose that the sections τ ′1, . . . , τ
′
k

be are orthonormal in each fiber. Put

τ ′′k+1(x) = τk+1(x)−
k∑

i=1

f(τk+1(x), τ ′i(x))τ
′
i(x),

τ ′k+1(x) =
τ ′′k+1(x)√

f(τ ′′k+1(x), τ
′′
k+1(x))

.

It is easy to check that the system τ ′1, . . . , τ
′
k+1, τk+2(x), . . . , τn forms a basis in

each fiber and the sections τ ′1, . . . , τ
′
k+1 are orthonormal. The lemma is proved

by induction. Thus the proof ofh Theorem 6 is finished.
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Remarks

1. In Lemma 1 we proved a stronger statement: if {τ1, . . . , τn} is a system of
sections of the bundle ξ in the chart Uα which is a basis in each fiber p−1(x)
and if in addition vectors {τ1, . . . , τk} are orthonormal then there are sections
{τ ′k+1, . . . , τ

′
n} such that the system

{τ1, . . . , τk, τ ′k+1, . . . , τ
′
n}

is orthonormal in each fiber. In other words, if a system of orthonormal sections
can be extended to basis then it can be extended to orthonormal basis.

2. In theorems 5 and 6 the condition of compactness of the base B can be
replaced by the condition of paracompactness. In the latter case we should
first choose a locally finite atlas of charts.

1.4 LINEAR TRANSFORMATIONS OF
BUNDLES

Many properties of linear mappings between vector spaces can be extended to
linear mappings or homomorphisms between vector bundles. We shall consider
some of them in this section. Fix a vector bundle ξ with the base B equipped
with a scalar product. The value of the scalar product on a pair of vectors
v1, v2 ∈ p−1(x) will be denoted by 〈v1, v2〉.

Consider a homomorphism f : ξ−→ξ of the vector bundle ξ to itself. The space
of all such homomorphisms Hom (ξ, ξ) has the natural operations of summa-
tion and multiplication by continuous functions. Thus the space Hom (ξ, ξ) is
a module over the algebra C(B) of continuous functions on the base B. Further,
the operation of composition equips the space Hom (ξ, ξ) with the structure of
algebra. Using a scalar product in the bundle ξ one can introduce a norm in the
algebra Hom (ξ, ξ) and hence equip it with a structure of a Banach algebra:
for each homomorphism f : ξ−→ξ put

‖f‖ = sup
v 6=0

‖f(v)‖
‖v‖ , (1.44)

where
‖v‖ =

√
〈v, v〉.
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The space Hom (ξ, ξ) is complete with respect to the norm (1.44). Indeed, if
a sequence of homomorphisms fn : ξ−→ξ is a Cauchy sequence with respect to
this norm, that is,

lim
n,m−→∞

‖fn − fm‖ = 0

then for any fixed vector v ∈ p−1(x) the sequence fn(v) ∈ p−1(x) is a Cauchy
sequence as well since

‖fn(v)− fm(v)‖leq‖fn − fm‖ · ‖v‖.

Hence there exists a limit

f(v) = lim
n−→∞

fn(v).

The mapping f : ξ−→ξ is evidently linear. To show its continuity one should
consider the mappings

hn,α = ϕ−1
α fnϕα : Uα × V−→Uα × V,

which are defined by the matrix valued functions on the Uα. The coefficients
of these matrices give Cauchy sequences in the uniform norm and therefore the
limit values are continuous functions.

This means that f is continuous. The scalar product in the vector bundle ξ
defines an adjoint linear mapping f∗ by the formula

〈f∗(v1), v2〉 = 〈v1, f(v2)〉, v1, v2 ∈ p−1(x).

The proof of existence and continuity of the homomorphism f∗ is left to reader
as an exercise.

1.4.1 Complex bundles

The identity homomorphism of the bundle ξ to itself will be denoted by 1.
Consider a homomorphism

I : ξ−→ξ
which satisfies the condition

I2 = −1.

The restriction
Ix = I|p−1(x)
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is an automorphism of the fiber p−1(x) with the property

I2
x = −1.

Hence the transformation Ix defines a structure of a complex vector space on
p−1(x).

In particular, one has
dimV = 2n.

Let us show that in this case the structure group GL (2n,R) is reduced to the
subgroup of complex transformations GL (n,C).

First of all notice that if the system of vectors {v1, . . . , vn} has the property that
the system {v1, . . . , vn, Iv1, . . . , Ivn} is a real basis in the space V, dimV = 2n,
then the system {v1, . . . , vn} is a complex basis of V . Fix a point x0. The space
p−1(x) is a complex vector space with respect to the operator Ix0 , and hence
there is a complex basis {v1, . . . , vn} ⊂ p−1(x).

Let Uα 3 x0 be a chart for the bundle ξ. There are sections {τ1, . . . , τn} in the
chart Uα such that

τk(x0) = vk, 1 ≤ k ≤ n.
Then the system of sections {τ1, . . . , τn, Iτ1, . . . , Iτn} forms a basis in the fiber
p−1(x0) and therefore forms basis in each fiber p−1(x) in sufficiently small
neighborhood U 3 x0. Hence the system {τ1(x), . . . , τn(x)} forms a complex
basis in each fiber p−1(x) in the neighborhood U 3 x0. This means that there
is a sufficient fine atlas {Uα} and a system of sections {τα1 (x), . . . , ταn (x)} on
each chart Uα giving a complex basis in each fiber p−1(x) in the neighborhood
Uα 3 x0. Fix a complex basis {e1, . . . , en} in the complex vector space Cn.
Put

ϕα : Uα ×Cn −→ p−1(Uα),

ϕα(x,
n∑

k=1

zkek) =
n∑

k=1

ukτ
α
k (x) +

n∑

k=1

vkIx(ταk (x))

=
n∑

k=1

zkτ
α
k (x),

zk = uk + ivk, 1 ≤ k ≤ n.

Then the transition functions ϕβα = ϕ−1
β ϕα are determined by the transi-

tion matrices from the complex basis {τα1 (x), . . . , ταn (x)} to the complex basis
{τβ1 (x), . . . , τβn (x)}. These matrices are complex, that is, belong to the group
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GL (n,C). A vector bundle with the structure group GL (n,C) is called a
complex vector bundle .

Let ξ be a real vector bundle. In the vector bundle ξ⊕ξ, introduce the structure
of a complex vector bundle by means the homomorphism

I : ξ ⊕ ξ−→ξ ⊕ ξ
given by

I(v1, v2) = (−v2, v1), v1, v2 ∈ p−1(x). (1.45)

The complex vector bundle defined by (1.45) is called the complexification of
the bundle ξ and is denoted by cξ. Conversely, forgetting of the structure
of complex bundle on the complex vector bundle ξ turns it into a real vector
bundle. This operation is called the realification of a complex vector bundle ξ
and is denoted by rξ. It is clear that

rcξ = ξ ⊕ ξ.
The operations described above correspond to natural representations of groups:

c : GL (n,R)−→ GL (n,C),

r : GL (n,C)−→ GL (2n,R).

Let us clarify the structure of the bundle crξ. If ξ is a complex bundle, that is,
ξ is a real vector bundle with a homomorphism I : ξ−→ξ giving the structure
of complex bundle on it. By definition the vector bundle crξ is a new real
vector bundle η = ξ ⊕ ξ with the structure of complex vector bundle defined
by a homomorphism

I1 : ξ ⊕ ξ −→ ξ ⊕ ξ,
I1(v1, v2) = (−v2, v1). (1.46)

The mapping (1.46) defines a new complex structure in the vector bundle η
which is, in general, different from the complex structure defined by the map-
ping I.

Let us split the bundle η in another way:

f : ξ ⊕ ξ −→ ξ ⊕ ξ,
f(v1, v2) = (I(v1 + v2), v1 − v2).

and define in the inverse image a new homomorphism

I2(v1, v2) = (Iv1,−Iv2).
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Then
fI2 = I1f (1.47)

because
fI2(v1, v2) = f(Iv1,−Iv2) = (v2 − v1, I(v1 + v2)), (1.48)

I1f(v1, v2) = I1(I(v1 + v2), v1 − v2) = (v2 − v1, I(v1 + v2)). (1.49)

Comparing (1.49) and (1.48) we obtain (1.47). Thus the mapping f gives an
isomorphism of the bundle crξ (in the image) with the sum of two complex
vector bundles: the first is ξ and the second summand is homeomorphic to ξ
but with different complex structure defined by the mapping I ′,

I ′(v) = −I(v).

This new complex structure on the bundle ξ is denoted by ξ̄. The vector bundle
ξ̄ is called the complex conjugate of the complex bundle ξ. Note that the vector
bundles ξ and ξ̄ are isomorphic as real vector bundles, that is, the isomorphism
is compatible with respect to the large structure group GL (2n,R) but not
isomorphic with respect to the structure group GL (n,C).

Thus we have the formula
crξ = ξ ⊕ ξ̄.

The next proposition gives a description of the complex conjugate vector bundle
in term of the transition functions.

Proposition 1 Let the

ϕβα : Uαβ−→ GL (n,C)

be transition functions of a complex vector bundle ξ. Then the complex conju-
gate vector bundle ξ̄ is defined by the complex conjugate matrices ϕ̄βα.

Proof.

Let V be a complex vector space of dimension n with the operator of multi-
plication by and imaginary unit I. Denote by V ′ the same space V with a
new complex structure defined by the operator I ′ = −I. The complex basis
{e1, . . . , en} of the space V is simultaneously the complex basis of V ′. But if
the vector v ∈ V has complex coordinates (z1, . . . , zn) then the same vector v
in V ′ has coordinates (z̄1, . . . , z̄n).
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Hence if {f1, . . . , fn} is another complex basis then the complex matrix of
change from the first coordinate system to another is defined by expanding
vectors {f1, . . . , fn} in terms of the basis {e1, . . . , en}.

For the space V these expansions are

fk =
∑

j

zjkej , (1.50)

and in the space V ′ these expansions are

fk =
∑

j

z̄jkej . (1.51)

Relations (1.50) and (1.51) prove the proposition (1).

Proposition 2 A complex vector bundle ξ has the form ξ = cη if and only if
there is a real linear mapping

∗ : ξ−→ξ (1.52)

such that
∗2 = 1, ∗I = −I∗, (1.53)

where I is the multiplication by the imaginary unit.

Proof.

First we prove the necessity. As a real vector bundle the bundle ξ has the form
ξ = η ⊕ η. Then define a mapping ∗ : η ⊕ η−→η ⊕ η by formula

∗(v1, v2) = (v1,−v2).

The mapping ∗ is called the operation of complex conjugation . If the vector v
has the property ∗(v) = v then v is called a real vector. Similarly, the section
τ is called real if ∗(τ(x)) = τ(x) for any x ∈ B.

A homomorphism f : ξ−→ξ is called real if ∗f∗ = f . If f is real and v is real
then f(v) is real as well.

The sufficiency we shall prove a little bit later.
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1.4.2 Subbundles

Let f : ξ1−→ξ2 be a homomorphism of vector bundles with a common base B
and assume that the fiberwise mappings fx : (ξ1)x−→(ξ2)x have constant rank.
Let

p1 : E1−→B
p2 : E2−→B

be the projections of the vector bundles ξ1 and ξ2. Put

E0 = {y ∈ E1 : f(y) = 0 ∈ p−1
2 (x), x = p1(y)}

E = f(E1).

Theorem 7 1. The mapping

p0 = p1|E0 : E0−→B

is a locally trivial bundle which admits a unique vector bundle structure ξ0
such that natural inclusion E0 ⊂ E1 is a homomorphism of vector bundles.

2. The mapping
p = p2|E : E−→B (1.54)

is a locally trivial bundle which admits a unique vector bundle structure ξ
such that the inclusion E ⊂ E2 and the mapping f : E1−→E are homo-
morphisms of vector bundles.

3. There exist isomorphisms

ϕ : ξ1 −→ ξ0 ⊕ ξ,
ψ : ξ2 −→ ξ ⊕ η,

such that composition

ψ ◦ f ◦ ϕ−1 : ξ0 ⊕ ξ−→ξ ⊕ η

has the matrix form

ψ ◦ f ◦ ϕ−1 =
(

0 Id
0 0

)
.
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The bundle ξ0 is called the kernel of the mapping f and denoted Ker f , the
bundle ξ is called the image of the mapping f and denoted Im f . So we have

dim ξ1 = dimKer f + dim Im f.

Proof.

Assume that vector bundles ξ1 and ξ2 are equipped with scalar products.
Firstly, let us show that the statement 2 holds, that is, the mapping (1.54)
gives a vector bundle. It is sufficient to prove that for any point x0 ∈ B there
is a chart U 3 x0 and a system of continuous sections σ1, . . . , σk : U−→E
which form a basis in each subspace fx(p−1

1 (x)) ⊂ p−1
2 (x). For this fix a basis

{e1, . . . , ek} in the subspace fx0(p
−1
1 (x0)). The mapping

fx0 : p−1
1 (x0)−→fx0(p

−1
1 (x0))

is an epimorphism and hence we may choose vectors g1, . . . , gk ∈ p−1
1 (x0) such

that
fx0(gj) = ej , 1 ≤ j ≤ k.

Since ξ1 is a locally trivial bundle for each x0 there is a chart U 3 x0 such
that over U the bundle ξ1 is isomorphic to a Cartesian product U × p−1

1 (x0).
Therefore there are continuous sections

τ1, . . . , τk : U−→E1

such that
τj(x0) = gj , 1 ≤ j ≤ k.

Consider the sections
σj = f(τj), 1 ≤ j ≤ k.

Then
σj(x0) = f(τj(x0)) = f(gj) = ej , 1 ≤ j ≤ k.

The sections σj are continuous and hence there is a smaller neighborhood U ′ 3
x0 such that for any point x ∈ U ′ the system {σ1(x), . . . , σk(x)} forms a basis
of the subspace fx(p−1

1 (x)). Thus we have shown that E is the total space of
a vector bundle and the inclusion E ⊂ E2 is a homomorphism. Uniqueness of
the vector bundle structure on the E is clear. Now we pass to the statement 1.
Denote by P : ξ1−→ξ1 the fiberwise mapping which in each fiber p−1

1 (x) is the
orthonormal projection onto the kernel Ker fx ⊂ p−1

1 (x). It sufficient to check
that P is continuous over each separate chart U . Notice that the kernel Ker fx
is the orthogonal complement of the subspace Im f∗x . The rank of f∗x equals
the rank of fx. Hence we can apply part 2 of Theorem 7 to the mapping f∗.
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Thus the image Im f∗ is a locally trivial vector bundle. Now let {σ1, . . . , σk}
be a system of sections,

σj : U−→Im f∗ ⊂ E1,

forming a basis of the subspace Im f∗x ⊂ p−1
1 (x) for any x ∈ U . Then applying

the projection P to a vector y ∈ p−1
1 (x) gives a decomposition of the vector y

into a linear combination

y = P (y) +
k∑

j=1

λjσj(x)

satisfying
〈P (y), σj(x)〉 = 0, 1 ≤ j ≤ k

or

〈y −
k∑

j=1

λjσj(x), σl(x)〉 = 0, 1 ≤ l ≤ k.

The coefficients λj satisfy the following system of linear equations

k∑

j=1

λj〈σj(x), σl(x)〉 = 〈y, σl(x)〉, 1 ≤ l ≤ k.

The matrix ‖〈σj(x), σl(x)〉‖ depends continuously on x. Hence the inverse
matrix also depends continuously and, as a consequence, the numbers λj depend
continuously on x. It follows that the projection P is continuous. The rank of
P does not depend on x and so we can apply statement 2. Thus statement 1
is proved. The last statement is implied by the following decompositions

ξ1 = Ker f ⊕ Im f∗,

ξ2 = Ker f∗ ⊕ Im f. (1.55)

Now we can complete the proof of Proposition 2. Consider a vector bundle ξ
with mapping (1.52) satisfying the condition (1.53). Consider a mapping

P =
1
2
(1 + ∗) : ξ−→ξ. (1.56)

The mapping P is a projection in each fiber and has a constant rank. Applying
Theorem 7 we get

ξ = Im P ⊕Ker P = ξ0 ⊕ ξ1
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and
I(ξ0) = ξ1, I(ξ1) = ξ0.

Hence
ξ = cξ0.

The proof of Proposition 2 is now completed.

Theorem 8 Let ξ be a vector bundle over a compact base B. Then there is a
vector bundle η over B such that

ξ ⊕ η = N̄ = a trivial bundle.

Proof.

Let us use Theorem 7. It is sufficient to construct a homomorphism

f : ξ−→N̄ ,
where the rank of f equals dim ξ in each fiber. Notice that if ξ is trivial then
such an f exists. Hence for any chart Uα there is a homomorphism

fα : ξ|Uα−→N̄α, rank fα = dim ξ.

Let {ϕα} be a partition of unity subordinate to the atlas {Uα}. Then each
mapping ϕαfα can be extended by the zero trivial mapping to a mapping

gα : ξ−→N̄α, gα|Uα = ϕαfα.

The mapping gα has the following property: if ϕα(x) 6= 0 then rank gα|x =
dim ξ. Let

g : ξ −→ ⊕αN̄α = N̄ ,

g = ⊕αgα that is
g(y) = (g1(y), . . . , gα(y), . . .).

It is clear that the rank of g at each point satisfies the relation

rank gα ≤ rank g ≤ dim ξ.

Further, for each point x ∈ B there is such an α that ϕα(x) 6= 0. Hence,

rank g ≡ dim ξ. (1.57)

Therefore we can apply Theorem 7. By (1.57) we get

Ker g = 0.

Hence the bundle ξ is isomorphic to Im g and N̄ = Im g ⊕ η.
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Theorem 9 Let ξ1, ξ2 be two vector bundles over a base B and let B0 ⊂ B a
closed subspace. Let

f0 : ξ1|B0−→ξ2|B0

be a homomorphism of the restrictions of the bundles to the subspace B0. Then
the mapping f0 can be extended to a homomorphism

f : ξ1−→ξ2, f |B0 = f0.

Proof.

In the case where the bundles are trivial the problem is reduced to constructing
extensions of matrix valued functions. This problem is solved using Urysohn’s
lemma concerning the extension of continuous functions. For the general case,
we apply Theorem 8. Let ξ1 ⊕ η1 and ξ2 ⊕ η2 be trivial bundles, let P :
ξ2 ⊕ η2−→ξ2 be a natural projection, and let Q : ξ1−→ξ1 ⊕ η1 be the natural
inclusion. Finally, let

h0 = f0 ⊕ 0 : (ξ1 ⊕ η1)|B0−→(ξ2 ⊕ η2)|B0

be the direct sum of f0 and the trivial mapping. Then there is an extension of
h0 to a homomorphism

h : ξ1 ⊕ η1−→ξ2 ⊕ η2.
Let

f = PhQ : ξ1−→ξ2. (1.58)

It is clear that f |B0 = f0.

Remark

Theorem 9 is true not only for compact bases but for more general spaces
(for example, paracompact spaces). The proof then becomes a little bit more
complicated.

Exercises

1. Using the notation of Theorem 9 and assuming that f0 : ξ1|B0−→ξ2|B0 is
a fiberwise monomorphism, prove that f0 can be extended to a fiberwise
monomorphism f : ξ1|U−→ξ2|U in some neighborhood U ⊃ B0.
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2. Under the conditions of previous exercise prove there is a trivial bundle N̄
and a fiberwise monomorphism

g : ξ1−→ξ2 ⊕ N̄ ,

extending f0, that is,
g|B0 = (f0, 0).

1.5 VECTOR BUNDLES RELATED TO
MANIFOLDS

The most natural vector bundles arise from the theory of smooth manifolds.
Recall that by an n–dimensional manifold one means a metrizable spaceX such
that for each point x ∈ X there is an open neighborhood U 3 x homeomorphic
to an open subset V of n–dimensional linear space Rn. A homeomorphism

ϕ : U−→V ⊂ Rn

is called a coordinate homeomorphism . The coordinate functions on the linear
space Rn pulled back to points of the neighborhood U , that is, the compositions

xj = xj ◦ ϕ : U−→R1

are called coordinate functions on the manifold X in the neighborhood U .
This system of functions {x1, . . . , xn} defined on the neighborhood U is called
a local system of coordinates of the manifold X. The open set U equipped
with the local system of coordinates {x1, . . . , xn} is called a chart . The system
of charts {Uα, {x1

α, . . . , x
n
α}} is called an atlas if {Uα} covers the manifold X,

that is,
X = ∪αUα.

So each n–dimensional manifold has an atlas. If a point x ∈ X belongs to two
charts,

x ∈ Uα ∩ Uβ ,
then in a neighborhood of x there are two local systems of coordinates. In this
case, the local coordinates xjα can expressed as functions of values of the local
coordinates {x1

β , . . . , x
n
β}, that is, there are functions fkαβ such that

xkα = ϕkαβ(x
1
β , . . . , x

n
β). (1.59)
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The system of functions (1.59) are called a change of coordinates or transition
functions from one local coordinate system to another. For brevity (1.59) will
be written as

xkα = xkα(x1
β , . . . , x

n
β).

If an atlas {Uα, {x1
α, . . . , x

n
α}} is taken such that all the transition functions

are differentiable functions of the class Ck, 1 ≤ k ≤ ∞ then one says X has
the structure of differentiable manifold of the class Ck. If all the transition
functions are analytic functions then one says that X has the structure of an
analytic manifold . In the case

n = 2m,
ukα = xkα, 1 ≤ k ≤ m,
vkα = xm+k

α , 1 ≤ k ≤ m,
zkα = ukα + ivkα, 1 ≤ k ≤ m,

and the functions

zkα = ϕkαβ(z
1
β , . . . , z

m
β ) + iϕm+k

αβ (z1
β , . . . , z

m
β )

are complex analytic functions in their domain of definition then X has the
structure of a complex analytic manifold . Usually we shall consider infinitely
smooth manifolds, that is, differentiable manifolds of the class C∞. A mapping
f : X−→Y of differentiable manifolds is called differentiable of class Ck if in any
neighborhood of the point x ∈ X the functions which express the coordinates of
the image f(x) in terms of coordinates of the point x are differentiable functions
of the class Ck. It is clear that the class of differentiability k makes sense
provided that k does not exceed the differentiability classes of the manifolds X
and Y . Similarly, one can define analytic and complex analytic mappings.
Let X be a n–dimensional manifold, {Uα, {x1

α, . . . , x
n
α}} be an atlas. Fix a

point x0 ∈ X. A tangent vector ξ to the manifold X at the point x0 is a
system of numbers (ξ1α, . . . , ξnα) satisfying the relations:

ξkα =
n∑

j=1

ξjβ
∂xkα

∂xjβ
(x0). (1.60)

The numbers (ξ1α, . . . , ξnα) are called the coordinates or components of the vec-
tor ξ with respect to the chart {Uα, {x1

α, . . . , x
n
α}}. The formula (1.60) gives

the transformation law of the components of the tangent vector ξ under the
transition from one chart to another. In differential geometry such a law is
called a tensor law of transformation of components of a tensor of the valency
(1, 0). So in terms of differential geometry, a tangent vector is a tensor of the
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valency (1, 0). Consider a smooth curve γ passing through a point x0, that is,
a smooth mapping of the interval

γ : (−1, 1)−→X, γ(0) = x0.

In terms of a local coordinate system {x1
α, . . . , x

n
α} the curve γ is determined

by a family of smooth functions

xkα(t) = xkα(γ(t)), t ∈ (−1, 1).

Let
ξkα =

∂

∂t
(xkα(t))|t=0. (1.61)

Clearly the numbers (1.61) satisfy a tensor law (1.60), that is, they define a
tangent vector ξ at the point x0 to manifold X. This vector is called the
tangent vector to the curve γ and is denoted by dγ

dt (0), that is,

ξ =
dγ

dt
(0).

The family of all tangent vectors to manifold X is a denoted by TX. The set
TX is endowed with a natural topology. Namely, a neighborhood V of the
vector ξ0 at the point x0 contains all vectors η in points x such that x ∈ Uα for
some chart Uα and for some ε,

ρ(x, x0) < ε,
n∑

k=1

(ξk0α − ηkα)2 < ε.

The verification that the system of the neighborhoods V forms a base of a
topology is left to the reader.

Let
π : TX−→X (1.62)

be the mapping which to any vector ξ associates its point x of tangency. Clearly,
the mapping π is continuous. Moreover, the mapping (1.62) defines a locally
trivial vector bundle with the base X, total space TX and fiber isomorphic
to the linear space Rn. If Uα is a chart on the manifold X, we define a
homeomorphism

ϕα : Uα ×Rn−→π−1(Uα)

which to the system (x0, ξ
1, . . . , ξn) associates the tangent vector ξ whose com-

ponents are defined by the formula

ξkβ =
n∑

j=1

ξj
∂xkβ

∂xjα
(x0). (1.63)



48 Chapter 1

It is easy to check that the definition (1.63) gives the components of a vector ξ,
that is, they satisfy the tensor law for the transformation of components of a
tangent vector (1.60). The inverse mapping is defined by the following formula:

ϕ−1
α (ξ) = (π(ξ), ξ1α, . . . , ξ

n
α),

where ξkα are components of the vector ξ. Therefore the transition functions
ϕβα = ϕ−1

β ϕα are determined by the formula

ϕβα(x0, ξ
1, . . . , ξn) =

(
x0,

∑
ξj
∂x1

β

∂xjα
(x0), . . . ,

∑
ξj
∂xnβ

∂xjα
(x0)

)
. (1.64)

Formula (1.64) shows that the transition functions are fiberwise linear map-
pings. Hence the mapping π defines a vector bundle. The vector bundle
π : TX−→X is called the tangent bundle of the manifold X. The fiber
TxX is called the tangent space at the point x to manifold X.

The terminology described above is justified by the following. Let f : X−→RN

be an inclusion of the manifold X in the Euclidean space RN . In a local coor-
dinate system (x1

α, . . . , x
n
α) in a neighborhood of the point x0∈X , the inclusion

f is determined as a vector valued function of the variables (x1
α, . . . , x

n
α) :

f(x) = f(x1
α, . . . , x

n
α). (1.65)

If we expand the function (1.65) by a Taylor expansion at the point x0 =
(x1

0α, . . . , x
n
0α) :

f(x1
α, . . . , x

n
α) = f(x1

0α, . . . , x
n
0α)+

+
n∑

j=1

∂f

∂xjα
(x1

0α, . . . , x
n
0α)∆xjα + o(∆xkα).

Ignoring the remainder term o(∆xkα) we obtain a function g which is close to
f :

g(x1
α, . . . , x

n
α) = f(x1

0α, . . . , x
n
0α)+

+
n∑

j=1

∂f

∂xjα
(x1

0α, . . . , x
n
0α)∆xjα.

Then if the vectors
{
∂f

∂xjα
(x1

0α, . . . , x
n
0α)∆xjα

}
, 1 ≤ k ≤ n
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are linearly independent the function g defines a linear n–dimensional subspace
in Rn. It is natural to call this space the tangent space to the manifold X.
Any vector ξ which lies in the tangent space to manifold X (having the initial
point at x0) can be uniquely decomposed into a linear combination of the basis
vectors:

ξ =
n∑

j=1

∂f

∂xjα
ξjα. (1.66)

The coordinate s {ξkα} under a change of coordinate system change with respect
to the law (1.60), that is, with respect to the tensor law. Thus the abstract
definition of tangent vector as a system of components {ξkα} determines by the
formula (1.66) a tangent vector to the submanifold X in RN . Let

f : X−→Y

be a differentiable mapping of manifolds. Let us construct the corresponding
homomorphism of tangent bundles,

Df : TX−→TY.

Let ξ ∈ TX be a tangent vector at the point x0 and let γ be a smooth curve
which goes through the point x0,

γ(0) = x0,

and which has tangent vector ξ, that is,

ξ =
dγ

dt
(0).

Then the curve f(γ(t)) in the manifold Y goes through the point y0 = f(x0).
Put

Df(ξ) =
d(f(γ))
dt

(0). (1.67)

This formula (1.67) defines a mapping of tangent spaces. It remains to prove
that this mapping is fiberwise linear. For this, it is sufficient to describe
the mapping Df in terms of coordinates of the spaces Tx0X and Ty0Y . Let
{x1

α, . . . , x
n
α} and {y1

β , . . . , y
m
β } be local systems of coordinates in neighborhoods

of points the x0 and y0, respectively . Then the mapping f is defined as a family
of functions

yjβ = yjβ(x
1
α, . . . , x

n
α).

If
xkα = xkα(t)
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are the functions defining the curve γ(t) then

ξkα =
dxkα
dt

(0).

Hence the curve f(γ(t)) is defined by the functions

yjβ = yjβ(x
1
α(t), . . . , xnα(t))

and the vector Df(ξ) is defined by the components

ηj =
dyjβ
dt

(0) =
n∑

k=1

∂yjβ
∂xkα

(x0)
dxkα
dt

(0) =

n∑

k=1

∂yjβ
∂xkα

(x0)ξk. (1.68)

Formula (1.68) shows firstly that the mapping Df is well- defined since the
definition does not depend on the choice of curve γ but only on the tangent
vector at the point x0. Secondly, the mapping Df is fiberwise linear. The
mapping Df is called the differential of the mapping f .

Examples

1. Let us show that the definition of differential Df of the mapping f is a gen-
eralization of the notion of the classical differential of function. A differentiable
function of one variable may be considered as a mapping of the space R1 into
itself:

f : R1−→R1.

The tangent bundle of the manifold R1 is isomorphic to the Cartesian product
R1 ×R1 = R2. Hence the differential

Df : R1 ×R1−→R1 ×R1

in the coordinates (x, ξ) is defined by the formula

Df(x, ξ) = (x, f ′(x)ξ).

The classical differential has the form

df = f ′(x)dx.

So
Df(x, dx) = (x, df).
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Exercises

Show that differential Df has the following properties:

1. D(f ◦ g) = (Df) ◦ (Dg),

2. D(Id) = Id,

3. if f is a diffeomorphism the Df is isomorphism of bundles,

4. if f is immersion then Df is fiberwise a monomorphism.

Consider a smooth manifold Y and a submanifold X ⊂ Y . The inclusion

j : X ⊂ Y

is a smooth mapping of manifolds such that the differential

Dj : TX−→TY

is a fiberwise monomorphism. Then over the manifold X there are two vec-
tor bundles: the first is j∗(TY ), the restriction of the tangent bundle of the
manifold Y to the submanifold X, the second is its subbundle TX.

According to Theorem 7, the bundle j∗(TY ) splits into a direct sum of two
summands:

j∗(TY ) = TX ⊕ η.
The complement η is called the normal bundle to the submanifold X of the
manifold Y 1. Each fiber of the bundle η over the point x0 consists of those
tangent vectors to the manifold Y which are orthogonal to the tangent space
Tx0(X). The normal bundle will be denoted by ν(X ⊂ Y ) or more briefly by
ν(X).

It is clear that the notion of a normal bundle can be defined not only for
submanifolds but for any immersion j : X−→Y of the manifold X into the
manifold Y . It is known that any compact manifold X has an inclusion in a
Euclidean space RN for some sufficiently large number N . Let j : X−→RN be
such an inclusion. Then

j∗(TRN ) = TX ⊕ ν(X ⊂ RN ).
1By construction the bundle η depends on the choice of metric on TY . However, different

metrics yield isomorphic complementary summands
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The bundle TRN is trivial and so

TX ⊕ ν(X) = N̄ . (1.69)

In this case the bundle ν(X) is called the normal bundle for manifold X
(irrespective of the inclusion). Note, the normal bundle ν(X) of the manifold
X is not uniquely defined. It depends on inclusion into the space RN and on
the dimension N . But the equation (1.69) shows that the bundle is not very
far from being unique.

Let ν1(X) be another such normal bundle, that is,

TX ⊕ ν1(X) = N̄1.

Then
ν(X)⊕ T (X)⊕ ν1(X) = ν(X)⊕ N̄1 = N̄ ⊕ ν1(X).

The last relation means that bundles ν(X) and ν1(X) became isomorphic after
the addition of trivial summands.

2. Let us study the tangent bundle of the one dimensional manifold S1, the
circle. Define two charts on the S1:

U1 = {−π < ϕ < π},
U2 = {0 < ϕ < 2π},

where ϕ is angular parameter in the polar system of coordinates on the plane.
On the U1 take the function

x1 = ϕ, −π < x1 < π,

as coordinate, whereas on the U2 take the function

x2 = ϕ, 0 < x2 < 2π.

The intersection U1 ∩ U2 consists of the two connected components

V1 = {0 < ϕ < π},

V2 = {π < ϕ < 2π}.
Then the transition function has the form

x1 = x1(x2) =
{
x2, 0 < x2 < π,
x2 − 2π, π < x2 < 2π.
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Then by (1.64), the transition function ϕ12 for the tangent bundle has the form

ϕ12(x, ξ) = ξ
∂x1

∂x2
= ξ.

This means that the transition function is the identity. Hence the tangent
bundle TS1 is isomorphic to Cartesian product

TS1 = S1 ×R1,

in other words, it is the trivial one dimensional bundle.

3. Consider the two-dimensional sphere S2. It is convenient to consider it as
the extended complex plane

S2 = C1 ∪ {∞}.
We define two charts on the S2

U1 = C1

U2 = (C1\{0}) ∪ {∞}.
Define the complex coordinate z1 = z on the chart U1 and z2 = 1

z on the chart
U2 extended by zero at the infinity ∞. Then the transition function on the
intersection U1 ∩ U2 has the form

z1 ≡ 1
z2

and the tangent bundle has the corresponding transition function of the form

ϕ12(z, ξ) = ξ
∂z1
∂z2

= −ξ 1
z2
2

= −ξz2.

The real form of the matrix ϕ12 is given by

ϕ12(x, y) =
∥∥∥∥
−<z2 −=z2
=x2 −<z2

∥∥∥∥ =
∥∥∥∥
y2 − x2 −2xy

2xy y2 − x2

∥∥∥∥ ,

where z = x+ iy. In polar coordinates z = ρeiα this becomes

ϕ12(ρ, α) = ρ2

∥∥∥∥
cos 2α − sin 2α
sin 2α cos 2α

∥∥∥∥ .

Let us show that the tangent bundle TS2 is not isomorphic to a trivial bundle.
If the bundle TS2 were trivial then there would be matrix valued functions

h1 : U1 −→ GL (2,R)
h2 : U2 −→ GL (2,R), (1.70)
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such that
ϕ12(ρ, α) = h1(ρ, α)h−1

2 (ρ, α).

The charts U1, U2 are contractible and so the functions h1, h2 are homotopic
to constant mappings.

Hence the transition function ϕ12(ρ, α) must be homotopic to a constant func-
tion. On the other hand, for fixed ρ the function ϕ12 defines a mapping of the
circle S1 with the parameter α into the group SO(2) = S1 and this mapping
has the degree 2. Therefore this mapping cannot be homotopic to a constant
mapping.

4. Consider a vector bundle p : E−→X where the base X is a smooth
manifold. Assume that the transition functions

ϕαβ : Uα ∩ Uβ−→ GL (n,R)

are smooth mappings. Then the total space E is a smooth manifold and also

dimE = dimX + n.

For if {Uα} is an atlas of charts for the manifold X then an atlas of the manifold
E can be defined by

Vα = p−1(Uα) = Uα ×Rn.

The local coordinates on Vα can be defined as the family of local coordinates
on the chart Uα with Cartesian coordinates on the fiber. The smoothness of
the functions ϕαβ implies smoothness of the change of coordinates.

There is the natural question whether for any vector bundle over smooth man-
ifold X there exists an atlas on the total space with smooth the transition
functions ϕαβ . The answer lies in the following theorem.

Theorem 10 Let p : E−→X be an n–dimensional vector bundle and X a
compact smooth manifold. Then there exists an atlas {Uα} on X and coordinate
homeomorphisms

ϕα : Uα ×Rn−→p−1(Uα)

such that the transition functions

ϕαβ : Uα ∩ Uβ−→ GL (n,R)

are smooth.
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Proof.

Consider a sufficiently fine atlas for the bundle p and coordinate homeomor-
phisms

ψα : Uα ×Rn−→p−1(Uα).

The transition functions

ψαβ : Uα ∩ Uβ−→ GL (n,R)

are in general only required to be continuous. The problem is to change the
homeomorphisms ψα to new coordinate homeomorphisms ϕα such that the new
transition functions ϕαβ are smooth. In other words, one should find functions

hα : Uα−→ GL (n,R)

such that the compositions h−1
β (x)ψβα(x)hα(x) are smooth. Let {U ′α} be a new

atlas such that
U ′α ⊂ Ū ′α ⊂ Uα.

We construct the functions hα(x) by induction on the index α, 1 ≤ α ≤ N .
Without loss of generality, we can assume that all the functions ψαβ(x) are
uniformly bounded, that is,

‖ψαβ(x)‖ ≤ C.

Let
0 < ε <

1
C
, ε < 1.

Choose smooth functions ϕαβ(x), x ∈ Uα ∩ Uβ such that

‖ψαβ(x)− ϕαβ(x)‖ < ε

and which form a cocycle, that is,

ϕαβϕβγϕγα ≡ 1, ϕαβϕβα ≡ 1.

Lemma 2 Let f(x) be a continuous function defined in a domain U of Eu-
clidean space, let K be a compact subset such that K ⊂ U . Then there is a
neighborhood V ⊃ K such that for each ε > 0 there is a smooth function g(x)
defined on V such that

|g(x)− f(x)| < ε, x ∈ V.
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Moreover, if the function f(x) is smooth in a neighborhood of a compact subset
K ′ then the function g can be chosen with additional property that

g(x) ≡ f(x)

in a neighborhood of K ′.

Let us apply the lemma (2) for construction of functions ϕαβ . By the lemma
there exists a smooth function ϕ12 defined in a neighborhood of the set Ū ′1∩ Ū ′2
such that

‖ϕ12(x)− ψ12(x)‖ < ε.

Assume that we have chosen smooth functions ϕαβ(x) defined in neighborhoods
of the subsets Ū ′α ∩ Ū ′β for all indices α < β ≤ β0 such that

‖ϕαβ(x)− ψαβ(x)‖ < ε

and
ϕαβ(x)ϕβγ(x)ϕγα(x) ≡ 1, α, β, γ ≤ β0.

The function ϕ1,β0+1(x) can be constructed in the same way as ϕ12 using the
lemma (2).

Assume that functions ϕα,β0+1(x) are constructed for all α ≤ α0 ≤ β0 and they
satisfy the condition of cocycle:

ϕα,β0+1(x) ≡ ϕα,α′(x)ϕα′,β0+1(x), α, α′ ≤ a0.

Then the required function ϕα0+1,β0+1(x) can be defined in a neighborhood of
the subset Ū ′γ ∩ Ū ′α0+1 ∩ Ū ′β0+1 for any γ ≤ α0 by formula

ϕα0+1,β0+1(x) = ϕ−1
γ,α0+1(x)ϕγ,β0+1(x).

Hence the required function ϕα0+1,β0+1(x) is defined in a neighborhood of the
union

V = ∪γ≤α0(Ū
′
γ ∩ Ū ′α0+1 ∩ Ū ′β0+1)

and satisfies the condition

‖ψα0+1,β0+1(x)− ϕα0+1,β0+1(x)‖ < 2Cε. (1.71)

By the lemma (2) the function can be extended ϕα0+1,β0+1(x) from the closure
of a neighborhood of the set V to a neighborhood of the set Ū ′α0+1 ∩ Ū ′β0+1

satisfying the same condition (1.71).
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By induction, a family of functions ϕαβ with property

‖ψα,β(x)− ϕα,β(x)‖ < (2C)N
2
ε = ε′.

can be constructed. Now we pass to the construction of functions hα satisfying
the conditions

ϕαβ(x) = hα(x)ψαβ(x)h−1
β (x)

or
hα(x) = ϕαβ(x)hβ(x)ψβα(x). (1.72)

We construct the functions hα by induction. Put

h1(x) ≡ 1.

Assume that the functions hα(x), 1 ≤ α ≤ α0 have already been constructed
satisfying the conditions (1.72) and

‖1− hα(x)‖ < ε, α < α0.

Then the function hα0+1(x) is defined by the formula (1.72)in a neighborhood
of the set

V = ∪α<α0Ū
′
α0+1 ∩ Ū ′α.

On the set V , the inequality

‖1− hα0+1(x)‖ = ‖1− ϕα0+1,β(x)hβ(x)ψβ,α0+1(x)‖ ≤
≤ C2‖hβ − ϕβ,α0+1ψ

−1
β,α0+1‖ ≤ 2C2ε (1.73)

is satisfied. If the number ε is sufficient small then the function hα0+1(x) can
be extended from a neighborhood V on the whole chart Uα0+1 satisfying the
same condition (1.73).

5. Let us describe the structure of the tangent and normal bundles of a
smooth manifold.

Theorem 11 Let j : X ⊂ Y be a smooth submanifold X of a manifold Y .
Then there exists a neighborhood V ⊃ X which is diffeomorphic to the total
space of the normal bundle ν(X ⊂ Y ).

Proof.

Fix a Riemannian metric on the manifold Y (which exists by Theorem 5 and
Remark 2 from the section 3). We construct a mapping

f : ν(X)−→Y.
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Consider a normal vector ξ ∈ ν(X) at the point x ∈ X ⊂ Y . Notice that the
vector ξ is orthogonal to the subspace Tx(X) ⊂ Tx(Y ). Let γ(t) be the geodesic
curve such that

γ(0) = x,
dγ

dt
(0) = ξ.

Put f(ξ) = γ(1). The mapping f has nondegenerate Jacobian for each point
of the zero section of the bundle ν(X). Indeed, notice that

1. if ξ = 0, ξ ∈ Tx(Y ) then f(ξ) = x,

2. f(λξ) = γ(λ).

Therefore the Jacobian matrix of the mapping f at a point of the zero section
of ν(X) that maps the tangent spaces

Df : Tx(ν(X)) = Tx(X)⊕ νx(X)−→Tx(Y ) = Tx(X)⊕ νx(X)

is the identity. By the implicit function theorem there is a neighborhood V of
zero section o f the bundle ν(X) which is mapped by F diffeomorphically onto
a neighborhood f(V ) of the submanifold X. Since there is a sufficiently small
neighborhood V which is diffeomorphic to the total space of the bundle ν(X)
the proof of theorem is finished.

Exercise

Prove that the total space of the tangent bundle TX for the manifold X is
diffeomorphic to a neighborhood V of the diagonal ∆ ⊂ X ×X.

6. There is a simple criterion describing when a smooth mapping of manifolds
gives a locally trivial bundle.

Theorem 12 Let
f : X−→Y

be a smooth mapping of compact manifolds such that the differential Df is
epimorphism at each point x ∈ X. Then f is a locally trivial bundle with the
fiber a smooth manifold.

Proof.
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Without loss of generality one can consider a chart U ⊂ Y diffeomorphic to
Rn and part of the manifold X, namely, f−1(U). Then the mapping f gives a
vector valued function

f : X−→Rn.

Assume firstly that n = 1. From the condition of the theorem we know that
the gradient of the function f never vanishes. Consider the vector field grad f
(with respect to some Riemannian metric on X). The integral curves γ(x0, t)
are orthogonal to each hypersurface of the level of the function f . Choose a
new Riemannian metric such that grad f is a unit vector field. Indeed, consider
the new metric

(ξ, η)1 = (ξ, η)(grad f, grad f).

Then

(grad f, ξ) = ξ(f) = (grad 1f, ξ)1 = (grad 1f, ξ)(grad 1f, grad 1f).

Hence
grad 1f =

grad f
(grad f, grad f)

.

Then

(grad 1f, grad 1f)1 = (grad 1f, grad 1f)(grad f, grad f) =

=
(grad f, grad f)
(grad f, grad f)2

(grad f, grad f) = 1.

Thus the integral curves

d

dt
f(γ(t)) = (grad f, grad f) ≡ 1.

Hence the function f(γ(t)) is linear. This means that if

f(x0) = f(x1),

then
f(γ(x0, t)) = f(γ(x1, t)) = f(x0) + t.

Put
g : Z ×R1−→X, g(x, t) = γ(x, t).

The mapping g is a fiberwise smooth homeomorphism. Hence the mapping

f : −→R1
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gives a locally trivial bundle. Further, the proof will follow by induction with
respect to n. Consider a vector valued function

f(x) = {f1(x), . . . , fn(x)}
which satisfies the condition of the theorem. Choose a Riemannian metric on
the manifold X such that gradients

grad f1, . . . , grad fn

are orthonormal. Such a metric exists. Indeed, consider firstly an arbitrary
metric. The using the linear independence of the differentials {dfi} we know
that the gradients are also independent. Hence the matrix

aij = 〈grad fi(x), grad fj(x)〉
is nondegenerate in each point. Let ‖bij(x)‖ be the matrix inverse to the matrix
‖aij(x)‖, that is, ∑

α

biα(x)ajα(x) ≡ δij .

Put
ξk =

∑

i

bkj(x)grad fi(x).

Then

ξk(fj) =
∑

i

bki(x)grad fi(fj) =

=
∑

i

bki(x)〈grad fi, grad gj〉 =
∑

i

bki(x)aij(x) ≡ δkj .

Let Uα be a sufficiently small neighborhood of a point of the manifold X.
The system of vector fields {ξ1, . . . , ξn} can be supplemented by vector fields
ηn+1, . . . , ηN to form a basis such that

ηk(fi) ≡ 0.

Consider the new metric in the chart Uα given by

〈ξi, ξj〉α ≡ δij ,

〈ξk, ηj〉α ≡ 0.

Let ϕα be a partition of unity subordinate to the covering {Uα} and put

〈ξ, η〉0 =
∑
α

ϕα(x)〈ξ, η〉α.
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Then

〈ξi, ξj〉0 ≡ δij ,

〈ξk, η〉0 ≡ 0

for any vector η for which η(fi) = 0.Let grad 0fi be the gradients of the
functions fi with respect to the metric 〈ξ, η〉0. This means that

〈grad fi, ξ〉0 = ξ(fi)

for any vector ξ. In particular one has

〈grad fi, ξj〉0 ≡ δij ,

〈grad fk, η〉0 ≡ 0

for any vector η for which η(fi) = 0. Similar relations hold for the vector field
ξi. Therefore

ξi = grad fi,

that is,
〈grad fi, grad fj〉δij ,

the latter proves the existence of metric with the necessarily properties.

Let us pass now to the proof of the theorem. Consider the vector function

g(x) = {f1(x), . . . , fn−1(x)}.

This function satisfies the conditions of the theorem and the inductive assump-
tion. It follows that the manifold X is diffeomorphic to the Cartesian product
X = Z×Rn−1 and the functions fi are the coordinate functions for the second
factor. Then grad fn is tangent to the first factor Z and hence the function
fn(x, t) does not depend on t ∈ Rn−1. Therefore one can apply the first step
of the induction to the manifold Z, that is,

Z = Z1 ×R1.

Thus
X = Z1 ×Rn.

7. An invariant formulation of the implicit function theorem Let f : X−→Y
be a smooth mapping of smooth manifolds. The point y0 ∈ Y is called a
regular value of the mapping f if for any point x ∈ f−1(y0) the differential
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Df : Tx(X)−→Ty0(Y ) is surjective. The implicit function theorem says that
the inverse image

Z = f−1(y0)

is a smooth manifold and that

TX|Z = TZ ⊕Rm, m = dimY.

In general, if W ⊂ Y is a submanifold then the mapping f is said to be
transversal along submanifold W when for any point x ∈ f−1(W ) one has

Tf(x)Y = Tf(x)W ⊕Df(TxX).

In particular, the mapping f is transversal ’along’ each regular point y0 ∈ Y .
The implicit function theorem says that the inverse image

Z = f−1(W )

is a submanifold, the normal bundle ν(Z ⊂ X) is isomorphic to the bundle
f∗(ν(W ⊂ Y )) and the differential Df is the fiberwise isomorphism

ν(Z ⊂ X)−→ν(W ⊂ Y ).

8. Morse functions on manifolds Consider a smooth function f on a manifold
X. A point p0 is called a critical point if

df(x0) = 0.

A critical point x0 is said to be nondegenerate if the matrix of second deriva-
tives is nondegenerate. This property does not depend on a choice of local
coordinates. Let T ∗X be the total space of the cotangent bundle of manifold
X (that is, the vector bundle which is dual to the tangent bundle). Then for
each function

f : X−→R1

there is a mapping
df : X−→T ∗X (1.74)

adjoint to Df which to each point x ∈ X associates the linear form on TxX
given by the differential of the function f at the point x. Then in the manifold
T ∗X there are two submanifolds: the zero section X0 of the bundle T ∗X and
the image df(X). The common points of these submanifolds correspond to
critical points of the function f . Further, a critical point is nondegenerate if
and only if the intersection of submanifolds X0 and df(X) at that point is
transversal. If all the critical points of the function f are nondegenerate then
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f is called a Morse function. Thus the function f is a Morse function if and
only if the mapping (1.74) is transversal along the zero section X0 ⊂ T ∗X.

9. Oriented manifolds. A manifold X is said to be oriented if there is an
atlas {Uα} such that all the transition functions ϕαβ have positive Jacobians at
each point. The choice of a such atlas is called an orientation of the manifold
X. If the manifold X is orientable then the structure group GL (n, R) of
the tangent bundle TX reduces to the subgroup GL +(n, R) of matrices with
positive determinant. Conversely, if the structure group GL (n, R) of the
tangent bundle TX can be reduced to the subgroup GL +(n, R), then the
manifold X is orientable. Indeed, let {Uα} be an atlas,

ϕαβ =

∥∥∥∥∥
∂xkα

∂xjβ

∥∥∥∥∥

be the transition functions of the tangent bundle and

ψαβ = hαϕαβh
−1
β

be the new transition functions such that

detψαβ > 0.

Of course, if the matrix valued functions

hα : Uα−→ GL (n, R)

had the form of the Jacobian matrix, that is, if

hα(x) =
∥∥∥∥
∂ykα

∂xjα

∥∥∥∥

then the functions
ykα = ykα(x1

α, . . . , x
n
α)

could serve as changes of coordinates giving an orientation on the manifold X.
But in general this is not true and we need to find new functions hα. Notice
that if we have a suitable system of functions then one can change this system
in any way that preserves the signs of dethα. Hence, select new functions as
follows:

h̄α(x) =

∥∥∥∥∥∥∥∥

±1 0 . . . 0
0 1 . . . 0
...

...
. . .

...
0 0 . . . 1

∥∥∥∥∥∥∥∥
,
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where the sign of the first entry should coincide with the sign of dethα(x) on
each connected component of the chart Uα. Then the new transition functions

ψ̄αβ(x) = h̄α(x)ϕαβ(x)h̄−1
β (x)

satisfy the same condition
detψαβ(x) > 0.

On the other hand, the functions h̄α(x) are the Jacobians of a change of the
coordinates:

y1
α = ±x1

α,

y2
α = x2

α,

. . . . . . . . .

ynα = xnα.

and an atlas which gives an orientation of the manifold X has been found.

1.6 LINEAR GROUPS AND RELATED
BUNDLES

This section consists of examples of vector bundles which arise naturally in
connection with linear groups and their homogeneous spaces.

1.6.1 The Hopf bundle

The set of all one dimensional subspaces or lines of Rn+1 is called the real
(n dimensional) projective space and denoted by RPn. It has a natural
topology given by the metric which measures the smaller angle between two
lines. The projective space RPn has the structure of smooth (and even real
analytical) manifold. To construct the smooth manifold structure on RPn

one should first notice that each line l in Rn+1 is uniquely determined by
any nonzero vector x belonging to the line. Let {x0, . . . , xn} be the Cartesian
coordinates of such a vector x, not all vanishing. Then the line l is defined by
the coordinates {x0, . . . , xn} and any {λx0, . . . , λxn}, λ 6= 0. Thus the point of
RPn is given by a class [x0 : x1 : . . . : xn] of coordinates {x0, . . . , xn} (not all
vanishing) determined up to multiplication by a nonzero real number λ. The
class [x0 : x1 : . . . : xn] gives the projective coordinates of the point of RPn.
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We define an atlas {Uk}nk=0 on RPn as follows. Put

Uk = {[x0 : x1 : . . . : xn] : xk 6= 0},
and define coordinates on Uk by the following functions:

yαk =
xα
xk
, 0 ≤ α ≤ n, α 6= k.

where in the numbering of the coordinates by index α there is a gap when
α = k. The change of variables on the intersection Uk ∩ Uj , (k 6= j) of two
charts has the following form:

yαk =





yα
j

yk
j

when α 6= j,

1
yk

j

when α = j.
(1.75)

The formula (1.75) is well defined because k 6= j and on Uk ∩ Uj

ykj =
xk
xj
6= 0.

All the functions in (1.75) are smooth functions making RPn into a smooth
manifold of dimension n.

Consider now the space E in which points have the form (l, x), where l is a one
dimensional subspace of Rn+1 and x is a point on l. The space E differs from
the space Rn+1 in that instead of zero vector of Rn+1 in the space E there are
many points of the type (l, 0). The mapping

p : E−→RPn, (1.76)

which associates with each pair (l, x) its the first component, gives a locally
trivial vector bundle. Indeed, the space E can be represented as a subset of the
Cartesian product RPn ×Rn+1 defined by the following system of equations
in each local coordinate system:

rank
∥∥∥∥
x0 x1 . . . xn
y0 y1 . . . yn

∥∥∥∥ = 1,

where (x0, x1, . . . , xn) are projective coordinates of a point of RPn, and (y0, y1,
. . . , yn) are coordinates of the point of Rn+1. For example, in the case when
U0 = {x0 6= 0} we put x0 = 1. Then

rank
∥∥∥∥

1 x1 . . . xn
y0 y1 . . . yn

∥∥∥∥ = 1,
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that is, 



det
∥∥∥∥

1 xk
y0 yk

∥∥∥∥ = 0,

det
∥∥∥∥
xk xj
yk yj

∥∥∥∥ = 0,

Hence the set E is defined in the RPn × Rn+1 by the following system of n
equations:

fk(x1, . . . , xn, y0, . . . , yn) = yk − xky0 = 0, k = 1, . . . , n.

The Jacobian matrix of the functions fk is
∥∥∥∥∥∥∥

−y0 0 . . . 0 −x1 1 0 . . . 0
0 −y0 . . . 0 −x2 0 1 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . −y0 −xn 0 0 . . . 1

∥∥∥∥∥∥∥
(1.77)

Clearly the rank of this matrix (1.77) is maximal. By the implicit function
theorem the space E is a submanifold of dimension n + 1. As coordinates
one can take (y0, x1, . . . , xn). The projection (1.76) consists of forgetting the
first coordinate y0. So the inverse image p−1(U0) is homeomorphic to the
Cartesian product U0 ×R1. Changing to another chart Uk, one takes another
coordinate yk as the coordinate in the fiber which depends linearly on y0. Thus
the mapping (1.76) gives a one dimensional vector bundle.

1.6.2 The complex Hopf bundle

This bundle is constructed similarly to the previous example as a one dimen-
sional complex vector bundle over the base CPn. In the both cases, real
and complex, the corresponding principal bundles with the structure groups
O(1) = Z2 and U(1) = S1 can be identified with subbundles of the Hopf bun-
dle. The point is that the structure group O(1) can be included in the fiber
R1, O(1) = {−1, 1} ⊂ R1, in a such way that the linear action of O(1) on
R1 coincides on the subset {−1, 1} with the left multiplication. Similarly, the
group U(1) = S1 can be included in C1:

S1 = {z : |z| = 1} ⊂ C1,

such that linear action of U(1) on C1 coincides on S1 with left multiplication.
Hence the Hopf bundle has the principal subbundle consisting of vectors of unit
length. Let

p : ES−→RPn
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be principal bundle associated with the Hopf vector bundle. The points of the
total space ES are pairs (l, x), where l is a line in Rn+1 and x ∈ l, |x| = 1. Since
x 6= 0, the pair (l, x) is uniquely determined by the vector x. Hence the total
space ES is homeomorphic to the sphere Sn of unit radius a nd the principal
bundle

p : Sn−→RPn

is the two-sheeted covering. In the case of the complex Hopf bundle, the asso-
ciated principal bundle

p : ES−→CPn

is
ES = S2n+1

and the fiber is a circle S1.

Both these two principal bundles are also called Hopf bundles. When n = 1,
we have S3−→P1, that is, the classical Hopf bundle

S3−→S2. (1.78)

In this last case it is useful to describe the transition functions for the intersec-
tion of charts. Let us consider the sphere S3 as defined by the equation

|z0|2 + |z1|2 = 1,

in the two dimensional complex vector space C2. The map (1.78) associates the
point (z0, z1) to the point in the CP1 with the projective coordinates [z0 : z1].
So over the base CP1 we have the atlas consisting of two charts:

U0 = {[z0, z1] : z0 6= 0},
U1 = {[z0, z1] : z1 6= 0},

The points of the chart U0 are parametrized by the complex parameter

w0 =
z1
z0
∈ C1

whereas points of the chart U1 are parametrized by the complex parameter

w1 =
z0
z1
∈ C1.

The homeomorphisms

ϕ0 : p−1(U0) −→ S1 ×C1 = S1 × U0,

ϕ1 : p−1(U1) −→ S1 ×C1 = S1 × U1,
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have the form

ϕ0(z0, z1) =
(
z0
|z0| ,

z1
z0

)
=

(
z0
|z0| , [z0 : z1]

)
,

ϕ1(z0, z1) =
(
z1
|z1| ,

z0
z1

)
=

(
z1
|z1| , [z0 : z1]

)
.

The mappings ϕ0 and ϕ1 clearly are invertible:

ϕ−1
0 (λ,w0) =

(
λ√

1 + |w0|2
,

λw0√
1 + |w0|2

)
,

ϕ−1
1 (λ,w1) =

(
λ√

1 + |w1|2
,

λw1√
1 + |w1|2

)
.

Hence the transition function

ϕ01 : S1 × (U0 ∩ U1)−→S1 × (U0 ∩ U1)

is defined by the formula:

ϕ01(λ, [z0:z1 ]) =
(
z1|z0|
z0|z1| , [z0 : z1],

)
,

that is, multiplication by the number

z1|z0|
z0|z1| =

w1

|w1| .

1.6.3 The tangent bundle of the Hopf bundle

Let ξ be the complex Hopf bundle over CPn and let TCPn be the tangent
bundle. Then

TCPn ⊕ 1 = ξ∗ ⊕ ξ∗ ⊕ . . .⊕ ξ∗ = (n+ 1)ξ∗. (1.79)

When n = 1 this gives
TCP1 ⊕ 1 = ξ∗ ⊕ ξ∗.

Indeed, using the coordinate transition function

w2 =
1
w1
,
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the transition function for the tangent bundle TCP1 has the following form:

ψ01(w1) = − 1
w2

1

= − w̄2
1

|w1|4 . (1.80)

On the other hand, the transition function for the Hopf bundle is

ϕ01(w1) =
w1

|w1| . (1.81)

Using homotopies the formulas (1.80) and (1.81) can be simplified to

ψ01(w1) = w̄2
1,

ϕ01(w1) = w1.

This shows that the matrix functions
∥∥∥∥
w̄2

1 0
0 1

∥∥∥∥ and
∥∥∥∥
w̄1 0
0 w̄1

∥∥∥∥

are homotopic in the class of invertible matrices when w1 6= 0, w1 ∈ C1. In
general, let us consider the manifold CPn as the quotient space of the unit
sphere S2n+1 in Cn+1 by the action of the group S1 ⊂ C1 of complex numbers
with unit norm. The total space of the tangent bundle TCPn is the quotient
space of the family of all tangent vectors of the sphere which are orthogonal to
the orbits of the action of the group S1. In other words, one has

TCPn =
{(u, v) : u, v ∈ Cn+1, |u| = 1, 〈u, v〉 = 0}

{(λu, λv) ∼ (u, v), λ ∈ S1} ,

where 〈u, v〉 is the Hermitian inner product in Cn+1 Consider the quotient
space

A =
{(ū, s) : u ∈ Cn+1, |ū| = 1, s ∈ C1}

{(λū, λs) ∼ (ū, s), λ ∈ S1} .

Associate to each pair (ū, s) ∈ A the line l which passes through vector ū ∈
Cn+1 and the vector sū ∈ l. If (λū, λs) is an equivalent pair (which passes
through vector λū) then it corresponds the same line l and the same vector
sū = (λs)(λu). This means that the space A is homeomorphic to the total
space of vector bundle ξ∗. Hence the total space of the vector bundle (n+1)ξ∗

is homeomorphic to the space

B =
{(u, s) : u, v ∈ Cn+1, |u| = 1, }
{(λu, λv) ∼ (u, v), λ ∈ S1} .
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The space TCPn = is clearly a subspace of B. A complementary subbundle
can be defined as a quotient space

D =
{(u, v) : u, v ∈ Cn+1, |u| = 1, v = su, s ∈ C1}

{(λu, λv) ∼ (u, v), λ ∈ S1} .

The latter is homeomorphic to the space

D =
{(u, s) : u ∈ Cn+1, |u| = 1, s ∈ C1}

{λu ∼ u, λ ∈ S1} ,

which is homeomorphic to the Cartesian product TCPn ×C1. Thus one has
the isomorphism (1.79).

1.6.4 Bundles of classical manifolds

Denote by Vn,k the space where the points are orthonormal sets of k vectors
of n–dimensional euclidean space (Rn or Cn). If we need we will write VR

n,k

or VC
n,k. Correspondingly, let us denote by Gn,k the space in which points are

k–dimensional subspaces of n–dimensional euclidean space (Rn or Cn). By
expanding a k–frame to a basis in Cn we obtain

VC
n,k = U(n)/U(n− k),

where U(n− k) ⊂ U(n) is a natural inclusion of unitary matrices:

An−k−→
∥∥∥∥
1k 0
0 An−k

∥∥∥∥ .

Similarly, the space Gn,k is homeomorphic to the homogeneous space

U(n)/ (U(k)⊕U(n− k)) ,

where U(k)⊕U(n− k) ⊂ U(n) is natural inclusion

(Ak, Bn−k)−→
∥∥∥∥
Ak 0
0 Bn−k

∥∥∥∥ .

Generally speaking, if G is a Lie group, and H ⊂ G is a subgroup then the
projection

p : G−→G/H
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is a locally trivial bundle (a principal H–bundle) since the rank of Jacobian
matrix is maximal and consequently constant. Hence the following mappings
give locally trivial bundles

Vn,k

Vn−k1,k−k1−→ Vn,k1 ,

VC
n,k

U(k)−→GC
n,k.

(The fibers are shown over the arrows.) In particular,

VR
n,n = O(n),

VC
n,n = U(n),

VR
n,1 = Sn−1,

VC
n,1 = S2n−1.

Hence we have the following locally trivial bundles

U(n)
U(n−1)−→ S2n−1,

O(n)
O(n−1)−→ Sn−1,

All the mappings above are defined by forgetting some of the vectors from the
frame. The manifolds Vn,k are called the Stieffel manifolds, and the Gn,k

called Grassmann manifolds.
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2
HOMOTOPY INVARIANTS OF

VECTOR BUNDLES

In the section 1.2 of the chapter 1 (Theorem 3) it was shown that if the base of
a locally trivial bundle with a Lie group as structure group has the form B× I
then the restrictions of the bundle to B×{0} and B×{1} are isomorphic. This
property of locally trivial bundles allows us to describe bundles in the terms of
homotopy properties of topological spaces.

2.1 THE CLASSIFICATION THEOREMS

Assume that the base B of a locally trivial bundle

p : E−→B

is a cellular space, that is, the space B is a direct limit of its compact subspaces
[B]n,

B = limn−→∞[B]n,

and each space [B]n is constructed from [B](n−1) by attaching to it a finite
family of discs Dn

i by using continuous mappings

Sn−1
i −→[B](n−1).

The subspace [B]n is called the n–dimensional skeleton of the space B.

Let us consider a principal G–bundle,

pG : EG−→BG, (2.1)

73
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such that all homotopy groups of the total space EG are trivial:

πi(EG) =), 0 ≤ i <∞. (2.2)

Theorem 13 Let B be a cellular space. Then any principal G–bundle

p : E−→B (2.3)

is isomorphic to the inverse image of the bundle (2.1) with respect to a contin-
uous mapping

f : B−→BG. (2.4)

Two inverse images of the bundle (2.1) with respect to the mappings

f, g : B−→BG
are isomorphic if and only if the mappings f and g are homotopic.

Corollary 2 The family of all isomorphism classes of principal G–bundles
over the base B is in one to one correspondence with the family of homotopy
classes of continuous mappings from B to BG.

Corollary 3 If two cellular spaces B and B′ are homotopy equivalent then the
families of all isomorphism classes of principal G–bundles over the bases B and
B′ are in one to one correspondence. This correspondence is defined by inverse
image with respect to a homotopy equivalence

B−→B′.

Corollary 4 If the space BG is a cellular space then it is defined by the con-
dition (2.2) up to homotopy equivalence.

Proof of Theorem 13.

By Theorem 2 of section 1.2 of chapter 1 the bundle (2.3) is isomorphic to an
inverse image with respect to a continuous mapping (2.4) if and only if there
is an equivariant mapping of total spaces of these bundles. Let B be a cellular
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space, B0 be a cellular subspace, (that is, B0 is union of some cells of the space
B and is closed subspace). Consider a principal bundle (2.3) and let

E0 = p−1(B0).

Let
F0 : E0−→EG (2.5)

be an equivariant continuous mapping. Let us show that F0 can be extended
to a continuous equivariant mapping

F : E−→EG. (2.6)

Lemma 3 Any principal G–bundle p over a disc Dn is isomorphic to a trivial
bundle.

Proof.

In fact, put

h : Dn × I −→ Dn,

h(x, t) = tx, 0 ≤ x ≤ 1, x ∈ Dn.

Then

h(x, 0) ≡ x

h(x, 1) ≡ 0.

Then by Theorem 3 of the section 1.2 of the chapter 1, inverse images of the
bundle p with respect to the mappings

h0(x) = h(x, 0),
h1(x) = h(x, 1)

are isomorphic. On the other hand, the inverse image of the bundle p with
respect to the identity mapping h1 is isomorphic to the bundle p and the inverse
image with respect to the mapping h0 is trivial.

Returning to the proof of Theorem 13, let the (n − 1)–dimensional skeleton
[B](n−1) lie in the subspace B0 with a cell Dn

i outside B0. Let

ϕi : Dn
i −→B
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be the natural inclusion. Then

ϕi(S
(n−1)
i ) ⊂ [B](n−1) ⊂ B0. (2.7)

Consider the restriction of the bundle p to the cell Dn
i . By Lemma 3 this

restriction is a trivial bundle, that is, the total space is isomorphic to Dn
i ×G.By

(2.7) the mapping (2.5) induces the equivariant mapping

(F0)|(S(n−1)
i

×G)
: (S(n−1)

i ×G) −→ EG

F0(x, g) = F0(x, 1)g, x ∈ S(n−1)
i , g ∈ G.

Consider the mapping
F0(x, 1) : S(n−1)

i −→EG. (2.8)

Since
π(n−1)(EG) = 0,

the mapping (2.8) can be extended to a continuous mapping

F (x, 1) : Dn
i −→EG.

Put
F (x, g) = F (x, 1)g, x ∈ Dn

i , g ∈ G. (2.9)

It is clear that the mapping (2.9) is equivariant and extends the mapping F0

to the set p−1(B0 ∪ Dn
i ) ⊃ E0. Using induction on the number of cells we

can establish the existence of an equivariant mapping (2.6) which extends the
mapping (2.5). The first statement of the theorem follows by putting B0 = ∅.
The second statement of the theorem follows if we substitute B for B × I and
put

B0 = (B × {0}) ∪ (B × {1}).
Corollaries 2 and 3 follow directly from Theorem 13.

Proof of Corollary 4.

Let

p : EG −→ BG,

p′ : E′G −→ B′G

be two principal G– bundles such that

πi(EG) = πi(E′G) = 0, 0 ≤ i ≤ ∞,
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and let BG and B′G be cellular spaces. Then by Theorem 13 there are two
continuous mappings

f : BG −→ B′G,

g : B′G −→ BG

such that

f∗(p′) = p,

g∗(p) = p′.

Hence

(gf)∗(p) = p = (Id)∗(p),
(gf)∗(p′) = p′ = (Id)∗(p′).

By the second part of Theorem 13,

gf ∼ Id.

fg ∼ Id.

This means that the spaces BG and B′G are homotopy equivalent.

The bundle (2.1) is called the universal principal G–bundle and the base BG
is called the classifying space for bundles with structure group G

2.2 EXACT HOMOTOPY SEQUENCE

It was shown in Theorem 13 of section 2.1 that the homotopy groups of the
total space total space are needed for the construction of a universal principal
G–bundle.

Definition 4 A mapping
p : X−→Y

is said to satisfy the lifting homotopy axiom if for any cellular space P , any
homotopy

f : P × I−→Y
and any mapping

g0 : P × {0}−→Y
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satisfying the condition
pg0(x, 0) = f(x, 0),

there is an extension
g : P × I−→Y

satisfying a similar condition

pg(x, t) = f(x, t), x ∈ P, t ∈ I. (2.10)

The mapping g is a lifting mapping (for the mapping f) with respect to the
mapping p if the two mappings f and g satisfy the condition (2.10). So the
lifting homotopy axiom states that if the initial mapping f(x, 0) has a lifting
mapping then any homotopy f(x, t) has a lifting homotopy.

Theorem 14 Let
p : E−→B (2.11)

be a locally trivial bundle. Then p satisfies the lifting homotopy axiom.

Proof.

Assume firstly that (2.11) is a trivial bundle, that is,

E = B × F.

Then the lifting mapping g0 can be described as

g0(x, 0) = (f(x, 0), h(x)).

Then let
g(x, t) = (f(x, t), h(x)). (2.12)

Clearly the mapping (2.12) is a lifting mapping for the mapping f . Further,
let P0 ⊂ P be a cellular subspace with a lifting homotopy

g0 : P0 × I−→E = B × F.

In other words, the lifting mapping is defined on the subspace

(P0 × I) ∪ (P × {0}) ⊂ P × I.
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We need to extend the mapping g0 to a lifting mapping

g : P × I−→E.

Notice that it is sufficient to be able to construct an extension of the mapping
g0 on a single cell

Dk
i × I ⊂ P × I.

The restriction of the mapping g0 defines the lifting mapping on the subset

(Dk
i × {0}) ∪ (S(k−1)

i × I) ⊂ Dk
i × I. (2.13)

This subset has the form of a ‘glass’ where the ‘bottom’ corresponds to Dk
i ×{0}

and the ‘sides’ to S(k−1)
i ×I. So the Cartesian product Dk

i ×I is homeomorphic
to itself in such a way that the subset (2.13) lies on the ‘bottom’. Hence the
problem of the construction of an extension of the mapping g0 from (2.13) to
the whole Cartesian product is equivalent to the problem of an extension of
the lifting mapping from the ‘bottom’ Dk

i × {0} to the Dk
i × I and the latter

problem is already solved. To complete the proof, consider a sufficiently fine
cell decomposition of the space

P = ∪Dk
i

and the interval
I = ∪Il

such that image of each Cartesian product of a cell with an interval lies in a
chart of the bundle p. Then the restriction of the mapping f onto Dk

i ×Il maps
into a chart U and the lifting mapping g maps it into the total space of the
bundle p|p−1(U). The latter is a trivial bundle. Hence the problem is reduced
to the case we have proved.

Theorem 15 Let
p : E−→B

be a locally trivial bundle, x0 ∈ B, y0 ∈ p−1(x0) = F and let

j : F−→E

be a natural inclusion of the fiber in the total space. Then there is a homomor-
phism of homotopy groups

∂ : πk(B, x0)−→πk−1(F, y0)
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such that the sequence of homomorphisms

. . .−→πk(F, y0) j∗−→πk(E, y0) p∗−→πk(B, x0)
∂−→

∂−→ πk−1(F, y0)
j∗−→πk−1(E, y0)

p∗−→πk−1(B, x0)
∂−→ . . .

. . . −→π1(F, y0)
j∗−→π1(E, y0)

p∗−→π1(B, x0) (2.14)

is an exact sequence of groups.

Proof.

The elements of homotopy group πk(X,x0) can be represented as homotopy
classes of continuous mappings

ϕ : Ik−→X
such that

ϕ(∂Ik) = x0.

To construct the mapping ∂ let

ϕ : Ik−→B
be a representative of an element of the group πk(B, x0) and note that

Ik = Ik−1 × I.
Hence

ϕ(Ik−1 × {0}) = ϕ(Ik−1 × {1}) = x0.

The mapping ϕ can be considered as a homotopy of the cube Ik−1. Put

ψ(u, 0) ≡ y0, u ∈ Ik−1.

Then the mapping ψ is a lifting of the mapping ϕ(u, 0). By the lifting homotopy
axiom there is a lifting homotopy

ψ : Ik−1 × T−→E,
such that

pψ(u, t) ≡ ϕ(u, t).

In particular,
pψ(u, 1) ≡ x0.

This means that ψ(u, 1) maps the cube Ik−1 into the fiber F . Moreover, since

ϕ(∂Ik−1 × I) = x0
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the lifting ψ can be chosen such that

ψ(∂Ik−1 × I) ≡ y0.
Hence the mapping ψ(u, 1) maps ∂Ik−1 to the point y0. This means that the
mapping ψ(u, 1) defines an element of the group πk−1(F, y0). This homomor-
phism ∂ is well defined. Indeed, if the mapping ϕ is homotopic to the mapping
ϕ′ then the corresponding lifting mappings ψ and ψ′ are homotopic and a ho-
motopy Ψ between ψ and ψ′ can be constructed as a lifting mapping for the
homotopy Φ between ϕ and ϕ′. Hence the homomorphism ∂ is well defined.
The proof of additivity of ∂ is left to the reader. Next we need to prove the
exactness of the sequence (2.14).

1. Exactness at the term πk(E, y0).

If
ϕ : Sk−→F

represents an element of the group πk(F, y0), then the mapping

pjϕ : Sk−→B
represents the image of this element with respect to homomorphism p∗j∗. Since

p(F ) = x0,

we have
pjϕ(Sk) = x0.

Hence
Im j∗ ⊂ Ker p∗.

Conversely, let
ϕ : Sk−→E

be a mapping such that pϕ is homotopic to a constant, that is,

[ϕ] ∈ Ker p∗.

Let Φ be a homotopy between pϕ and a constant mapping. By the lifting
homotopy axiom there is a lifting homotopy Ψ between ϕ and a mapping ϕ′

which is lifting of the constant mapping. Thus

pϕ′(Sk) = x0,

that is,
ϕ′(Sk) ⊂ F.
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Hence
[ϕ′] = [ϕ] ∈ Im j∗,

that is,
Ker p∗ ⊂ Im j∗.

2. Exactness in the term πk(B, y0).

Let
ϕ : Ik−→E

represent an element of the group πk(B, x0). The composition

pϕ : Ik = Ik−1 × I−→B

is lifted by ϕ. According to definition, the restriction

ϕ(u, 1) : Ik−1−→f ⊂ E

represents the element ∂[pϕ]. Since

ϕ(u, 1) ≡ y0,

we have
∂p∗[ϕ] = 0.

Now let
ϕ : Ik = Ik−1 × I−→B

represent an element of the group πk(B, x0) and

ψ : Ik−1 × I−→E

be a lifting of the mapping ϕ. Then the restriction ψ(u, 1) represents the
element ∂[ϕ]. If the mapping

ψ(u, 1) : Ik−1−→F

is homotopic to the constant mapping then there is a homotopy

ψ′ : Ik−1 × I−→F

between ψ(u, 1) and constant mapping. Let us now construct a new mapping

ψ′′ : Ik−1 × I−→E,
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ψ′′(u, 1) =
{

ψ(u, 2t), 0 ≤ t ≤ 1
2

ψ′(u, 2t− 1), 1
2 ≤ t ≤ 1.

Then

pψ′′(u, 1) =
{
ϕ(u, 2t), 0 ≤ t ≤ 1

2
x0,

1
2 ≤ t ≤ 1.

Hence the mapping pψ′′ is homotopic to the mapping ϕ, that is,

p∗[ψ′′] = [ϕ]

or
Ker ∂ ⊂ Im p∗.

3. Exactness in the term πk(F, y0).

Let the mapping
ϕ : Ik+1 = Ik × I−→B

represent an element of the group πk+1(B, x0) and let

ψ : Ik × I−→E

lift the mapping ϕ. Then the restriction ψ(u, 1) represents the element

∂([ϕ]) ∈ πk(F, y0).

Hence the element j∗∂([ϕ]) is represented by the mapping ψ(u, 1). The latter
is homotopic to constant mapping ψ(u, 0), that is,

j∗∂([ϕ]) = 0.

Conversely, if
ϕ : Ik × I−→E

is a homotopy between ϕ(u, 1) ⊂ F and constant mapping ϕ(u, 0), then ac-
cording to the definition the mapping ϕ(u, 1) represents the element ∂([pϕ]).
Hence

Ker j∗ ⊂ Im ∂.
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Remark

Let π0(X,x0) denote the set of connected components of the space X where the
fixed element [x0] is the component containing the point x0. Then the exact
sequence (2.14) can be extended as follows

. . .−→π1(F, y0)
j∗−→π1(E, y0)

p∗−→π1(B, x0)
∂−→

−→π0(F, y0)
j∗−→π0(E, y0)

p∗−→π0(B, x0).

This sequence is exact in the sense that the image coincides with the inverse
image of the fixed element.

Examples

1. Consider the covering
R1−→S1

in which the fiber Z is the discrete space of integers. The exact homotopy
sequence

. . .−→πk(Z)
j∗−→πk(R1)

p∗−→πk(S1) ∂−→ . . .

. . .
∂−→π1(Z)

j∗−→π1(R1)
p∗−→π1(S1) ∂−→

−→π0(Z)
j∗−→π0(R1)

p∗−→π0(S1)

has the following form

. . .−→0
j∗−→0

p∗−→πk(S1) ∂−→0−→ . . .

. . .
∂−→0

j∗−→0
p∗−→π1(S1) ∂−→

−→Z
j∗−→0

p∗−→0,

since

πk(R1) = 0, k ≥ 0,
πk(Z) = 0, k ≥ 1.

Hence

π1(S1) = Z,

πk(S1) = 0 when k ≥ 2.

2. Consider the Hopf bundle

p : S3−→S2.
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The corresponding exact homotopy sequence

. . .−→πk(S1)
j∗−→πk(S3)

p∗−→πk(S2) ∂−→ . . .

. . .
∂−→π3(S1)

j∗−→π3(S3)
p∗−→π3(S2) ∂−→

. . .
∂−→π2(S1)

j∗−→π2(S3)
p∗−→π2(S2) ∂−→

. . .
∂−→π1(S1)

j∗−→π1(S3)
p∗−→π1(S2) ∂−→

has the following form:

. . .−→0
j∗−→πk(S3)

p∗−→πk(S2) ∂−→0 dots

. . .
∂−→0

j∗−→Z
p∗−→π3(S2) ∂−→

. . .
∂−→0

j∗−→0
p∗−→π2(S2) ∂−→

. . .
∂−→Z

j∗−→0
p∗−→0,

since

π3(S1) = π2(S1) = π2(S3) =
= π1(S3) = π1(S2) = 0.

Hence

π2(S2) = π1(S1) = Z,

π3(S2) = Z.

The space S2 is the simplest example of a space where there are nontrivial
homotopy groups in degrees greater than the dimension of the space. Notice
also that the Hopf bundle projection p : S3−→S2 gives a generator of the
group π3(S2) = Z. Indeed, from the exact homotopy sequence we see that a
generator of the group π3(S3) is mapped to a generator of the group π3(S2) by
the homomorphism p∗. A generator of the group π3(S3) is represented by the
identity ϕ : S3−→S3 and hence

p∗[ϕ] = [pϕ] = [p].

3. In the general case there are two bundles: the real Hopf bundle

Sn−→RPn

with fiber Z2, and complex Hopf bundle

S2n−1−→CPn
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with fiber S1. In the first case, the exact homotopy sequence shows that

π1(Sn) = 0−→π1(RPn)−→π0(Z2) = Z2−→0, π1(RPn) = Z2,

πk(Sn) = 0−→πk(RPn)−→πk−1(Z2) = 0, 2 ≤ k ≤ n.
Hence

πk(RPn) = 0, 2 ≤ k ≤ n− 1.

When n = 1, we have RP1 = S1.
In the complex case, one has

0 = π2(S2n−1)−→π2(CPn)−→π1(S1) = Z −→
−→π1(S2n−1) = 0−→π1(CPn)−→π0(S1) = 0

πk(S2n−1) = 0−→πk(CPn)−→πk−1(S1) = 0

where 2n− 1 > k > 2. Hence

π1(CPn) = 0,

π2(CPn) = Z,

πk(CPn) = 0 for 3 ≤ k < 2n− 1.

4. Consider natural inclusion of matrix groups

j : O(n)−→0(n+ 1).

In previous chapter it was shown that j is a fiber of the bundle

p : O(n+ 1)−→Sn.

So we have the exact homotopy sequence

. . .−→πk+1(Sn)−→πk(O(n))
j∗−→πk(O(n+ 1))−→πk(Sn)−→ . . . (2.15)

If k + 1 < n that is k ≤ n− 2 then

πk(O(n)) ≡ πk(O(n+ 1)).

Hence
πk(O(k + 2)) ≡ πk(O(k + 3)) ≡ πk(O(N))

for N ≥ k + 2. This property is called the stability of homotopy groups of the
series of orthogonal groups . In particular, when k = 1 one has

π1(O(1)) = 0,

π1(O(2)) = Z,

π1(O(3)) = π1(O(4)) = . . . = π1(O(N)).
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Also SO(3) = RP3, and so

π1(O(3) = π1(RP3) = Z2.

Hence
π1(O(n)) = Z2 for n ≥ 3.

Moreover from (2.15) one has the exact sequence

Z = π1(O(2))−→π1(O(3)) = Z2−→0.

This means that the inclusion O(2) ⊂ O(3) induces epimorphism of fundamen-
tal groups.

5. Consider the inclusion in the complex case

j : U(n)−→U(n+ 1)

giving a fiber of the bundle

p : U(n+ 1)−→S2n+1.

The exact homotopy sequence

. . .−→πk+1(S2n+1)−→πk(U(n))
j∗−→πk(U(n+ 1))−→πk(S2k+1)−→ . . . (2.16)

shows that
πk(U(n)) = πk(U(n+ 1)) for k < 2n.

and, in particular,
π1(U(1)) = . . . = π1(U(n)).

From U(1) = S1 it follows that

π1(U(n)) = Z, n ≥ 1.

For k = 2,
π2(U(2)) = . . . = π2(U(n)).

From (2.16) it follows that

. . .−→p3(S3)−→π2(U(1))−→π2(U(2))−→π2(S3)−→ . . . ,

and hence
0−→π2(U(2))−→0,

or
π2(U(2)) = 0.
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Hence
π2(U(n)) = 0 for any n.

Let us now calculate π3(U(n)). Firstly, for n ≥ 2,

π3(U(2)) = . . . = π3(U(n)).

and so it is sufficient to calculate the group π3(U(2)). Consider the locally
trivial bundle

p : U(2)−→S1, (2.17)

where p(A) = detA. The fiber of (2.17) is the group SU(2). Thus we have the
exact homotopy sequence

. . .−→π4(S1)−→π3(SU(2))−→π3(U(2))−→π3(S1)−→ . . . .

The end terms are trivial and hence

π3(SU(2)) = π3(U(2)).

Further, the group SU(2) is homeomorphic to the 3–dimensional sphere S3 ⊂
C2, and therefore

π3(SU(2)) = Z.

Thus,

π3(U(1)) = 0,

π3(U(n)) = Z, n ≥ 2.

6. In the same spirit as the two previous examples consider locally trivial
bundle

p : Sp(n)−→S4n−1

with a fiber Sp(n − 1) where Sp(n) is the group of orthogonal quaternionic
transformations of the quaternionic space Kn = R4n. Each such transformation
can be described as a matrix with entries which are quaternions. Hence each
column is a vector in Kn = R4n. The mapping p assigns the first column to
each matrix. The exact homotopy sequence

. . .−→πk(Sp(n− 1))−→πk(Sp(n))−→πk(S4n−1)−→ . . .

. . .−→π1(Sp(n− 1))−→π1(Sp(n))−→π1(S4n−1)−→0

gives the following table of isomorphisms

π1(Sp(n)) = π1(Sp(1)) = π1(S3) = 0,

π2(Sp(n)) = π2(Sp(1)) = π2(S3) = 0,

pi3(Sp(n)) = π3(Sp(1)) = π3(S3) = Z,

πk(Sp(n)) = πk(Sp(n− 1)) for k < 4n− 2.
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7. Let
p : EG−→BG

be a universal principal G–bundle. By the exact homotopy sequence

. . .−→πk(EG)−→πk−1(BG)−→πk−1(G)−→πk−1(EG)−→ . . .

we have
πk(BG) ≡ πk−1(G)

since πk(EG) = 0 for all k ≥ 0.

8. Let G = S1. Then the space BS1 can be constructed as a direct limit

CP∞ = limCPn,

and total space ES1 the direct limit

S∞ = limS2n+1.

Therefore,

π2(CP∞) = Z

πk(CP∞) = 0 for k 6= 2. (2.18)

The table (2.18) means that the space CP∞ is an Eilenberg–McLane complex
K(Z, 2). Thus the same space CP∞ classifies both the one–dimensional com-
plex vector bundles and two–dimensional integer cohomology group. Hence the
family Line (X) of one dimensional complex vector bundles over the base X is
isomorphic to the cohomology group H2(X,Z). Clearly, there is a one to one
correspondence

l : Line (X)−→[X,CP∞]

defined by the formula
l([f ]) = f∗(ξ),

where f : X−→CP∞ is a continuous mapping, [f ] ∈ [X,CP∞], and ξ is
universal one–dimensional vector bundle over CP∞. Then the isomorphism

α : Line (X)−→H2(X,Z),

mentioned above is defined by the formula

α(η) =
(
l−1(η)

)∗
(a) ∈ H2(X,Z), η ∈ Line (X),

where a ∈ H2(CP∞,Z) is a generator.
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Theorem 16 The additive structure in the group H2(X,Z) corresponds with
the tensor product in the family of one–dimensional complex vector bundles
over X with respect to the isomorphism α.

Proof.

The structure group of a one–dimensional complex vector bundle is U(1) = S1.
The tensor product is induced by the homomorphism

ϕ : S1 × S1−→S1, (2.19)

which is defined by the formula

ϕ(z1, z2) = z1z2.

The homomorphism (2.19) induces a mapping of the classifying spaces

ψ : CP∞ ×CP∞−→CP∞ (2.20)

such that universal bundle ξ over CP∞ goes to tensor product

ψ∗(ξ) = ξ1 ⊗ ξ2.
Hence the tensor product structure in the Line (X) is induced by the compo-
sition

X
∆−→X ×Xf1×f2−→ CP∞ ×CP∞

ψ−→CP∞. (2.21)

On the other hand the mapping (2.21) induces the additive structure on the
two–dimensional cohomology group. Indeed, the group structure (2.19) has the
property that

ϕ(z, 1) = ϕ(1, z) = z.

Hence the same holds for (2.20):

ψ(x, x0) = ψ(x0, x) = x.

Therefore,
ψ∗(a) = (a⊗ 1) + (1⊗ a) ∈ H2(CP∞,Z).

Thus

α([f1]⊗ [f2]) =
= (ψ(f1 × f2)∆)∗(a) = (∆)∗(f1 × f2)∗ψ∗(a) =
= (∆)∗(f1 × f2)∗(a⊗ 1 + 1⊗ a) =
= (∆)∗ (f∗1 (a)⊗ 1 + 1⊗ f∗2 (a)) = f∗1 (a) + f∗2 (a) =
= α([f1]) + α([f2]).
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2.3 CONSTRUCTIONS OF THE
CLASSIFYING SPACES

In this section we shall construct a universal principal G–bundle

pG : EG−→BG.

There are at least two different geometric constructions of a universalG–bundle.
The problem is to construct a contractible space EG with a free action of the
group G.

2.3.1 Lie groups

Let us start with G = U(n). Consider the group U(N+n). The two subgroups:

U(n) ⊂ U(N + n)

and
U(N) ⊂ U(N + n)

are included as matrices
∥∥∥∥
X 0
0 1

∥∥∥∥ , X ∈ U(n) and
∥∥∥∥
1 0
0 Y

∥∥∥∥ , Y ∈ U(N)

These subgroups commute and hence the group U(n) acts on the quotient
space U(N + n)/U(N). This action is free and the corresponding quotient
space is homeomorphic to U(N + n)/U(N)⊕U(n). Thus one has a principal
U(n)–bundle

U(N + n)/U(N)−→U(N + n)/U(N)⊕U(n).

It is easy to see that total space of this bundle is homeomorphic to the complex
Stieffel manifold VN+n,n and the base is homeomorphic to complex Grassmann
manifold GN+n,n. Now consider the inclusion

j : U(N + n)−→U(N + n+ 1)

defined by

T−→
∥∥∥∥
T 0
0 1

∥∥∥∥ , T ∈ U(N + n).
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The subgroup U(N) maps to the subgroup U(N + 1):

∥∥∥∥
1 0
0 Y

∥∥∥∥−→
∥∥∥∥∥∥

∥∥∥∥
1 0
0 Y

∥∥∥∥
0
0

0 0 1

∥∥∥∥∥∥
=

∥∥∥∥∥∥

1 0 0
0
0

∥∥∥∥
Y 0
0 1

∥∥∥∥

∥∥∥∥∥∥
, Y ∈ U(N),

and the subgroup U(n) maps to itself. Hence the inclusion j generates an
inclusions of principal U(n)–bundles

U(N + n)/U(N)
j−→ U(N + n+ 1)/U(N + 1)yp

yp
U(N + n)/ (U(N)⊕U(n))

j−→ U(N + n+ 1)/ (U(N + 1)⊕U(n))
or

VN+n,n
j−→ VN+n+1yp

yp
GN+n,n

j−→ GN+n+1,n

. (2.22)

Let V∞,n denote the direct limit

V∞,n = limVN+n,n,

and G∞,n the direct limit

G∞,n = limGN+n,n.

The commutative diagram (2.22) induces the mapping

p : V∞,n−→G∞,n. (2.23)

The mapping (2.23) gives a principal U(n)–bundle. To prove this it is sufficient
to show that p gives a locally trivial bundle. Notice that by the definition of a
direct limit, a set U ⊂ G∞,n is open iff for any N the set U ∩GN+n,n is open
in the space GN+n,n. Hence charts for the bundle (2.23) can be constructed as
a union

Ω = ∪ΩN
where

ΩN ⊂ GN+n,n

is a open chart in GN+n,n such that

ΩN ⊂ ΩN+1.

The existence of the sequence {ΩN} follows from Theorem 3 chapter 1 and from
the fact that any closed cellular subset has a sufficiently small neighborhood
which contracts to the closed set. Let us show that

πk(V∞,n) = 0. (2.24)



Homotopy Invariants 93

Consider the bundle
U(N + n)−→VN+n,n

with fiber U(N). The inclusion

j : U(N)−→U(N + n)

induces an isomorphism of the homotopy groups for k < 2N (see example 2.2
of the previous section). Hence from the exact homotopy sequence

−→πk(U(N))−→πk(U(N + n))−→πk(VN+n,n)−→
−→πk−1(U(N))−→πk−1(U(N + n))−→ . . .

it follows that
πk(VN+n,n) = 0

for k < 2N . Since
πk(V∞,n) = limπk(VN+n,n)

the equality (2.24) holds for any k. Thus we have shown that (2.23) is a
universal principal U(n)–bundle.

Now let
G ⊂ U(n)

be a closed subgroup. Since we already know that there is a universal principal
U(n)–bundle (2.23), the group U(n) freely acts on the total space V∞,n. Hence
the group G also acts freely on the same space V∞,n.

Proposition 3 The mapping

pG : V∞,n−→BG = V∞,n/G

gives a locally trivial principal G–bundle.

Proof.

Notice that the quotient mapping

q : U(n)−→U(n)/G

gives a locally trivial G–bundle. Since the bundle (2.23) is locally trivial, and
for any point x ∈ V∞,n there is an equivariant open neighborhood W 3 x such
that

W ≡ U(n)×W0, W0 ⊂ G∞,n,
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then the mapping

pG|W : W = U(n)×W0−→U(n)/G×W0

gives a locally trivial bundle and the set U(n)/G×W0 is an open set. Hence
the mapping pG gives a locally trivial bundle.

Proposition 4 For each finite dimensional matrix group G there is a universal
principal G–bundle.

Proof.

Consider a subgroup
H ⊂ G

such that H is deformation retract of G, so

πk(H) ≡ πk(G). (2.25)

Consider the commutative diagram

EH −→ EGy
y

BH −→ BG

(2.26)

The corresponding homotopy sequences give the following diagram

−→ πk(H) −→ πk(EH) −→ πk(BH) −→ πk−1(H) −→y
y

y
y

−→ πk(G) −→ πk(EG) −→ πk(BG) −→ πk−1(G) −→
.

(2.27)
Since

πk(EH) = πk(EG) = 0
for all k, and because of (2.25),

πk(BH) ≡ πk(BG).

On the other hand if there is universal principal H–bundle then we can define
EG as the total space of the associated bundle over BH with a new fiber G.
Then from (2.26) and (2.27) we have that

πk(EG) = 0.

This means that for the group G there is universal principal G–bundle.

To finish the proof, it is sufficient to notice that any matrix group has a compact
subgroup which is deformation retract of the group.
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2.3.2 Milnor construction

There is another construction (due to J.Milnor) which can be used for any
topological group. The idea consists of trying to kill homotopy groups of the
total space starting from a simple G–bundle. Let us start from the bundle with
one point as base

G−→pt. (2.28)

The total space of the (2.28) consists of a single fiber G. In general,

π0(G) 6= 0.

To kill π0 we attach a system of paths to G which connect pairs of points of
the group in such a way that the left translation on the group can be extended
to the paths. It is convenient to consider two copies of the group G and the
family of intervals which connect each point of the first copy to each point of
the second. This space is called the join of two copies of the group G and is
denoted by G ∗G. Each point of G ∗G is defined by a family (α0, g0, α1, g1)
where g0, g1 ∈ G and

0 ≤ α0, α1 ≤ 1, α0 + α1 = 1

are barycentric coordinates of a point on the unit interval, with the convention
that

(0, g0, 1, g1) = (0, g′0, 1, g1), g0, g
′
0, g1 ∈ G

(1, g0, 0, g1) = (1, g0, 0, g′1), g0, g1, g
′
1 ∈ G

The action of G on G ∗G is defined by

h (α0, g0, α1, g1) = (α0, hg0, α1, hg1), h ∈ G.

Similarly, the join of (k + 1) copies of the group G is denoted by

G∗k = G ∗G ∗ · · · ∗G (k+1 times).

A point of the join has the form

x = (α0, g0, α1, g1, . . . , αk, gk) (2.29)

where
g0, g1, . . . gk ∈ G
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are arbitrary elements and

(α0, α1, . . . αk) : αi ≥ 0, α0 + α1 + · · ·+ αk = 1

are barycentric coordinates of the point in a k–dimensional simplex; this de-
scription (2.29) of the point x should be factorized by relation

(α0, g0, α1, g1, . . . , αk, gk) ≡ (α′0, g
′
0, α
′
1, g
′
1, . . . , α

′
k, g
′
k)

iff
αi = α′i for all i

and
gi = g′i for each i when αi = 0.

The group G acts on the G∗k by formula

h(α0, g0, α1, g1, . . . , αk, gk) = (α0, hg0, α1, hg1, . . . , αk, hgk), h ∈ G.

Proposition 5 When ≤ k − 1,

πj(G∗(k+1)) = 0.

Proof.

The join X ∗ Y is the union

X ∗ Y = ((CX × Y )) ∪ ((X × CY )) (2.30)

where CX,CY are cones over X and Y . The union (2.30) can represented as
the union

X ∗ Y = ((CX × Y )) ∪ CY ) ∪ ((X × CY )) ∪ CX) = P1 ∪ P2

where

P1 = ((CX × Y ) ∪ CY ) ,
P2 = ((X × CY ) ∪ CX) .

Both spaces P1 and P2 are contractible and intersection is

P3 = P1 ∩ P2 = (X × Y ) ∪ CX ∪ CY.
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Hence both P1 and P2 are homotopy equivalent to the cone CP3. So the union
P1∪P2 is homotopy equivalent to the suspension SP3. By induction, the space
G∗(k+1) is homotopy equivalent to the SkZ for some Z. It is easy to check that

π0(G∗(k+1)) = H0(G∗(k+1)) = 0.

Hence, using the Hurewich theorem

πj(G∗(k+1)) = Hj(G∗(k+1)) = 0 for j ≤ k.

Hence
G∞ = limG∗k

has trivial homotopy groups.

Examples

1. For any real vector bundle the structure group can be taken as O(n), for
some n. The corresponding classifying space can be constructed as a limit of
real Grassmann manifolds:

BO(n) = limGR
N+n,n = GR

∞,n

2. Let
EU(n)−→BU(n)

be the universal principal U(n)–bundle. Then

BO(n) ≡ EU(n)/O(n),

and hence there is the quotient mapping

c : BO(n)−→BU(n)

which gives a locally trivial bundle with the fiber U(n)/O(n). The mapping c
corresponds to the operation of complexification of real vector bundles which
is also denoted by cξ.

3. The family of all real vector bundles over a cellular space X, for which the
complexifications are trivial bundles, is given by the image of the homomor-
phism

Im ([X,U(n)/O(n)]−→[X,BO(n)]) . (2.31)
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4. The family [X,U(n)/O(n)] is bigger than the image (2.31). It is easy to
see that each continuous mapping

f : X−→U(n)/O(n)

defines a real vector bundle ξ for which the complexification is trivial and gives
concrete trivialization of the bundle cξ.

Proposition 6 Each element of the family [X,U(n)/O(n)] defines a real vec-
tor ξ bundle with a homotopy class of trivializations of the bundle cξ.

Proof.

The mapping
U(n)−→U(n)/O(n)

gives a principal O(n)–bundle. Hence each mapping

f : X−→U(n)/O(n)

induces a principal O(n)– bundle over X and an equivariant mapping of total
spaces

ξO
g−→ U(n)y

y
X

f−→ U(n)/O(n)
.

Let ξU be the total space of the principal U(n)–bundle associated with the
complexification of ξO. Then the space ξO lies in the space ξU and this inclusion
ξO ⊂ ξU is equivariant with respect to the actions of the group O(n) on ξO and
the group U(n) on ξU . Therefore, the map g extends uniquely to an equivariant
map

ḡ : ξU−→U(n).

The latter defines a trivialization of the bundle ξU . If

f1, f2 : X−→U(n)/O(n)

are homotopic then there is a bundle ξO over X × I with a trivialization of
the complexification. Since the restrictions of the bundle ξO to the X × {t}
are all isomorphic, the trivializations of ξU |X×{0} and ξU |X×{1} are homotopic.
Conversely, let ξO be a principal O(n)–bundle and fix a trivialization of the
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complexification ξU . This means that there is map ḡ giving a commutative
diagram

ξU
ḡ−→ U(n) ⊂ EU(n)y

y
y

X −→ {pt} ⊂ BU(n)
.

Hence there is a commutative diagram

X U(n)/O(n) BO(n)

ξO U(n) EU(n)

? ? ?
- -f

- -g

X pt BU(n)

ξU U(n) EU(n)

? ? ?
- -

- -ḡ

½½> ½½> ½½>

½½> ½½> ½½>

The mapping
f : X−→U(n)/O(n)

is induced by the mapping ḡ and generates the bundle ξO and the trivializa-
tion ḡ of the bundle cξO. Hence the family of homotopy classes of mappings
[X,U(n)/O(n)] can be interpreted as the family of the equivalence classes of
pairs (ξ, ϕ) where ξ is real bundle over X and ϕ is an isomorphism of cξ with
a trivial bundle. Two pairs (ξ1, ϕ1) and (ξ2, ϕ2) are considered equivalent if
the bundles ξ1 and ξ2 are isomorphic and the isomorphisms ϕ1 and ϕ2 are
homotopic in the class of isomorphisms.

2.4 CHARACTERISTIC CLASSES

In previous sections we showed that, generally speaking, any bundle can be
obtained as an inverse image or pull back of a universal bundle by a continuous
mapping of the base spaces. In particular, isomorphisms of vector bundles over
X are characterized by homotopy classes of continuous mappings of the space
X to the classifying space BO(n) (or BU(n) for complex bundles). But it
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is usually difficult to describe homotopy classes of maps from X into BO(n).
Instead, it is usual to study certain invariants of vector bundles defined in terms
of the homology or cohomology groups of the space X.

Following this idea, we use the term characteristic class for a correspondence
α which associates to each n-dimensional vector bundle ξ over X a cohomol-
ogy class α(ξ) ∈ H∗(X) with some fixed coefficient group for the cohomology
groups. In addition, we require functoriality : if

f : X−→Y

is a continuous mapping, η an n–dimensional vector bundle over Y , and ξ =
f∗(η) the pull-back vector bundle over X, then

α(ξ) = f∗(α(η)), (2.32)

where in (2.32) f∗ denotes the induced natural homomorphism of cohomology
groups

f∗ : H∗(Y )−→H∗(X).

If we know the cohomology groups of the space X and the values of all charac-
teristic classes for given vector bundle ξ, then might hope to identify the bundle
ξ, that is, to distinguish it from other vector bundles over X. In general, this
hope is not justified. Nevertheless, the use of characteristic classes is a standard
technique in topology and in many cases gives definitive results.

Let us pass on to study properties of characteristic classes.

Theorem 17 The family of all characteristic classes of n–dimensional real
(complex) vector bundles is in one–to–one correspondence with the cohomology
ring H∗ (BO(n)) (respectively, with H∗ (BU(n))).

Proof.

Let ξn be the universal bundle over the classifying space BO(n) and α a char-
acteristic class. Then α(ξn) ∈ H∗ (BO(n)) is the associated cohomology class.
Conversely, if x ∈ H∗ (BO(n)) is arbitrary cohomology class then a character-
istic class α is defined by the following rule: if f : X−→BO(n) is continuous
map and ξ = f∗(ξn) put

α(ξ) = f∗(x) ∈ H∗(X). (2.33)
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Let us check that the correspondence (2.33) gives a characteristic class. If

g : X−→Y

is continuous map and
h : Y−→BO(n)

is a map such that
η = g∗(ξn), ξ = g∗(η),

then

α(ξ) = α((hg)∗(ξn)) = (hg)∗(x) = g∗(h∗(x)) = g∗(α(h∗(ξn))) = g∗(α(η)).

If
f : BO(n)−→BO(n)

is the identity mapping then

α(ξn) = f∗(x) = x.

Hence the class α corresponds to the cohomology class x.

We now understand how characteristic classes are defined on the family of
vector bundles of a fixed dimension. The characteristic classes on the family of
all vector bundles of any dimension should be as follows: a characteristic class
is a sequence

α = {α1, α2, . . . , αn, . . .} (2.34)

where each term αn is a characteristic class defined on vector bundles of di-
mension n.

Definition 5 A class α of the form (2.34) is said to be stable if the following
condition holds:

αn+1(ξ ⊕ 1) = αn(ξ), (2.35)

for any n–dimensional vector bundle ξ.

In accordance with Theorem 17 one can think of αn as a cohomology class

αn ∈ H∗ (BO(n)) .

Let
ϕ : BO(n)−→BO(n+ 1)
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be the natural mapping for which

ϕ∗(ξn+1) = ξn ⊕ 1.

This mapping ϕ is induced by the natural inclusion of groups

O(n) ⊂ O(n+ 1).

Then the condition (2.35) is equivalent to:

ϕ∗(αn+1) = αn. (2.36)

Consider the sequence

BO(1)−→BO(2)−→ . . .−→BO(n)−→BO(n+ 1)−→ . . .

and the direct limit
BO = lim

−→
BO(n).

Let
H∗(BO) = lim

←−
H∗ (BO(n)) .

Condition 2.36 means that the family of stable characteristic classes is in one-
to-one correspondence with the cohomology ring H∗(BO).

Now we consider the case of cohomology with integer coefficients.

Theorem 18 The ring H∗(BU(n); Z) of integer cohomology classes is iso-
morphic to the polynomial ring Z[c1, c2, . . . , cn], where

ck ∈ H2k(BU(n); Z).

The generators {c1, c2, . . . , cn} can be chosen such that

1. the natural mapping

ϕ : BU(n)−→BU(n+ 1) (2.37)

satisfies

ϕ∗(ck) = ck, k = 1, 2, . . . , n,
ϕ∗(cn+1) = 0; (2.38)
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2. for a direct sum of vector bundles we have the relations

ck(ξ ⊕ η) = ck(ξ) + ck−1(ξ)c1(η)+
+ ck−2(ξ)c2(η) + . . .+ c1(ξ)ck−1(η) + ck(η) =

=
∑

α+β=k

cα(ξ)cβ(η), (2.39)

where c0(ξ) = 1.

The condition (2.38) means that the sequence

{0, . . . , ck, ck, . . . , ck, . . .}
is a stable characteristic class which will also be denoted by ck. This notation
was used in (2.39). If dim ξ < k then by (2.38) it follows that ck(ξ) = 0.

Formula (2.39) can be written in a simpler way. Put

c = 1 + c1 + c2 + . . .+ ck + . . . (2.40)

The formal series (2.40) has a well defined value on any vector bundle ξ since in
the infinite sum (2.40) only a finite number of the summands will be nonzero:

c(ξ) = 1 + c1(ξ) + c2(ξ) + . . .+ ck(ξ), if dim ξ = k.

Hence from (2.39) we see that

c(ξ ⊕ η) = c(ξ)c(η). (2.41)

Conversely, the relations (2.39) may be obtained from (2.41) by considering the
homogeneous components in (2.41).

Proof.

Let us pass now to the proof of Theorem 18. The method we use for the calcu-
lation of cohomology groups of the space BU(n) involves spectral sequences for
bundles. Firstly, using spectral sequences, we calculate the cohomology groups
of unitary group U(n).

Since

H0(Sn) = Z,

Hn(Sn) = Z,

Hk(Sn) = 0, when k 6= 0 and k 6= n,
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the cohomology ring

H∗(Sn) =
= ⊕kHk(Sn) =
= H0(Sn)⊕Hn(Sn)

is a free exterior algebra over the ring of integers Z with a generator an ∈
Hn(Sn). The choice of the generator an is not unique: one can change an for
(−an). We write

H∗(Sn) = Λ(an).

Now consider the bundle U(2)−→S3 with fibre S1. The second term of spectral
sequence for this bundle is

E∗,∗2 =
∑
p,q

Ep,q2 =

= H∗(S3,H∗(S1)) = H∗
(
S3)⊗H∗(S1

)
=

= Λ(a3)⊗ Λ(a1) = Λ(a1, a3).

The differential d2 vanishes except possibly on the generator

1⊗ a1 ∈ E0,1
2 = H0

(
S3,H1(S1)

)
.

But then
d2(1⊗ a1) ∈ E2,0

2 = H2
(
S3, H0(S1)

)
= 0.

Hence

d2(1⊗ a1) = 0,
d2(a3 ⊗ 1) = 0,
d2(a3 ⊗ a1) = d2(a3 ⊗ 1)a1 − a3d2(1⊗ a1) = 0.

Hence d2 is trivial and therefore

Ep,q3 = Ep,q2 .

Similarly d3 = 0 and
Ep,q4 = Ep,q3 = Ep,q2 .

Continuing, dn = 0 and

E∗,∗n+1 = E∗,∗n = . . . = E∗,∗2 = Λ(a1, a3),
E∗,∗∞ = Λ(a1, a3).
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The cohomology ring H∗(U(2)) is associated to the ring Λ(a1, a3), that is, the
ring H∗(U(2)) has a filtration for which the resulting factors are isomorphic to
the homogeneous summands of the ring Λ(a1, a3). In each dimension, n = p+q,
the groups Ep,q∞ vanish except for a single value of p, q. Hence

H0 (U(2)) = Z,

H1 (U(2)) = E1,0
∞ ,

H3 (U(2)) = E0,3
∞ ,

H4 (U(2)) = E1,3
∞ .

Let
u1 ∈ H1 (U(2)) , u3 ∈ H3 (U(2))

be generators which correspond to a1 and a3, respectively. As a1a3 is a gener-
ator of the group E1,3

∞ , the element u1u3 is a generator of the group H4(U(2)).

It is useful to illustrate our calculation as in figure 2.1, where the nonempty
cells show the positions of the generators the groups Ep,qs for each fixed s–level
of the spectral sequence.

666

---
1

a1

a3

a1a3

q

p

@
@

@
@

@@

@
@

@
@

@@

Figure 2.1

For brevity the tensor product sign ⊗ is omitted. The arrow denotes the action
of the differential ds for s = 2, 3. Empty cells denote trivial groups.

Thus we have shown
H∗(U(2)) = Λ(u1, u3).
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666
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1
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q
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@
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Figure 2.2

Proceeding inductively, assume that

H∗ (U(n− 1)) = Λ(u1, u3, . . . , u2n−3), u2k−1 ∈ H2k−1 (U(n− 1)) ,
1 ≤ k ≤ n− 1,

and consider the bundle
U(n)−→S2n−1

with fiber U(n−1). The E2 member of the spectral sequence has the following
form:

E∗,∗2 = H∗
(
S2n−1;H∗ (U(n− 1))

)
=

= Λ(a2n−1)⊗ Λ(u1, . . . , u2n−3) = Λ(u1, u3, . . . , u2n−3, a2n−1).

(see fig.2.2).
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The first possible nontrivial differential is d2n−1. But

d2n−1(uk) = 0, k = 1, 3, . . . , 2n− 3,

and each element x ∈ E0,q decomposes into a product of the elements uk. Thus
d2n−1(x) = 0. Similarly, all subsequent differentials ds are trivial. Thus

Ep,q∞ = . . . = Ep,qs = . . . = Ep,q2 =
= Hp

(
S2n−1,Hq (U(n− 1))

)
,

E∗,∗∞ = Λ(u1, u3, . . . , u2n−3, u2n−1).

Let now show that the ring H∗ (U(n)) is isomorphic to exterior algebra

Λ(u1, u3, . . . , u2n−3, u2n−1).

Since the group E∗,∗∞ has no torsion, there are elements v1, v3, . . . , v2n−3 ∈
H∗ (U(n)) which go to u1, u3, . . . , u2n−3 under the inclusion U(n− 1) ⊂ U(n).
All the vk are odd dimensional. Hence elements of the form vε11 v

ε3
3 · · · vε2n−3

2n−3

where εk = 0, 1 generate a subgroup in the group H∗ (U(n)) mapping iso-
morphically onto the group H∗ (U(n− 1)). The element a2n−1 ∈ E2n−1,0

∞ has
filtration 2n− 1. Hence the elements of the form

vε11 v
ε3
3 · · · vε2n−3

2n−3 a2n−1

form a basis of the group E2n−1,0
∞ . Thus the group H∗ (U(n)) has a basis

consisting of the elements

vε11 v
ε3
3 · · · vε2n−3

2n−3 a
ε2n−1
2n−1 , εk = 0, 1.

Thus
H∗ (U(n)) = Λ = (v1, v3, . . . , v2n−3, v2n−1).

Now consider the bundle
EU(1)−→BU(1)

with the fibre U(1) = S1. From the exact homotopy sequence

π1 (EU(1))−→π1 (BU(1))−→π0

(
S1

)

it follows that
π1 (BU(1)) = 0.

At this stage we do not know the cohomology of the base, but we know the
cohomology of the fibre

H∗
(
S1

)
= Λ(u1),
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and cohomology of the total space

H∗ (EU(1)) = 0.

This means that
Ep,q∞ = ∩sEp,qs = 0.

We know that
Ep,q2 = Hp (BU(1)) , Hq(S1),

and hence
Ep,q2 = 0 when q ≥ 2.

In the figure 2.3 nontrivial groups can only occur in the two rows with q = 0
and q = 1. Moreover,

Ep,12 ∼ Ep,02 ⊗ u1 ∼ Ep,02 .

But
Ep,q2 = 0 for q ≥ 2,

and it follows that
Ep,qs = 0 for q ≥ 2.

Hence all differentials from d3 on are trivial and so

Ep,q3 = . . . = Ep,q∞ = 0.

Also
Ep,q3 = H(Ep,q2 , d2)

and thus the differential
d2 : Ep,12 −→Ep+2,0
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is an isomorphism. Putting
c = d2(u1),

we have
d2(u1c

k) = d2(u1)ck = ck+1.

Hence the cohomology ring of the space BU(1) is isomorphic to the polynomial
ring with a generator c of the dimension 2:

H∗ (BU(1)) = Z[c].

Now assume that
H∗ (BU(n− 1)) = Z[c1, . . . , cn−1]

and consider the bundle

BU(n− 1)−→BU(n)

with the fiber U(n)/U(n− 1) = S2n−1. The exact homotopy sequence gives us
that

π1 (BU(n)) = 0.

We know the cohomology of the fiber S2n−1 and the cohomology of the total
space BU(n − 1). The cohomology of the latter is not trivial but equals the
ring Z[c1, . . . , cn−1]. Therefore, in the spectral sequence only the terms Ep,0s
and Ep,2n−1

s may be nontrivial and

Ep,2n−1
2 = Ep,02 ⊗ a2n−1 = Hp (BU(n))⊗ = a2n−1.

(see figure 2.4).

Hence the only possible nontrivial differential is d2n and therefore

Ep,q2 = . . . = Ep,q2n ,

H(Ep,q2n , d2n) = Ep,q2n+1 = . . . = Ep,q∞

It is clear that if n = p+ q is odd then Ep,q∞ = 0. Hence the differential

d2n : E0,2n−1
2n −→E2n,0

2n

is a monomorphism. If p + q = k < 2n − 1 then Ep,q2 = Ep,q∞ . Hence for odd
k ≤ 2n− 1, the groups Ek,02n are trivial. Hence the differential

d2n : Ek,2n−1
2n −→Ek+2n,0

2n
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Figure 2.4

is a monomorphism for k ≤ 2n. This differential makes some changes in the
term Ek+2n,0

2n+1 only for even k ≤ 2n. Hence, for odd k ≤ 2n, we have

Ek+2n,0
2n+1 = 0.

Thus the differential
d2n : Ek,2n−1

2n −→Ek+2n,0
2n

is a monomorphism for k ≤ 4n. By induction one can show that

Ek,02n = 0

for arbitrary odd k, and the differential

d2n : Ek,2n−1
2n −→Ek+2n,0

2n

is a monomorphism. Hence

Ek,2n−1
2n+1 = 0

Ek+2n,0
2n+1 = Ek2n,02n /Ek,2n−1

2n = Ek+2n,0
∞ .

The ring H∗ (BU(n− 1)) has no torsion and in the term Ep,q∞ only one row is
nontrivial (q = 0). Hence the groups Ek+2n,0

∞ have no torsion. This means that
image of the differential d2n is a direct summand.
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Let
cn = d2n(a2n−1).

and then
d2n(xa2n−1) = xc2n.

It follows that the mapping

H∗ (BU(n))−→H∗ (BU(n))

defined by the formula
x−→cnx

is a monomorphism onto a direct summand and the quotient ring is isomorphic
to the ring H∗ (BU(n− 1)) = Z[c1, . . . , cn−1]. Thus

H∗ (BU(n)) = Z[c1, . . . , cn−1, cn].

Consider now the subgroup

Tn = U(1)× . . .×U(1) (n times ) ⊂ U(n) (2.42)

of diagonal matrices. The natural inclusion Tn ⊂ U(n) induces a mapping

jn : BTn−→BU(n). (2.43)

But
BTn = BU(1)× . . .×BU(1),

and hence
H∗(BTn) = Z[t1, . . . , tn].

Lemma 4 The homomorphism

j∗n : Z[c1, . . . , cn]−→Z[t1, . . . , tn]

induced by the mapping (2.43) is a monomorphism onto the direct summand of
all symmetric polynomials in the variables (t1, . . . , tn).

Proof.

Let
α : U(n)−→U(n)
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be the inner automorphism of the group induced by permutation of the basis
of the vector space on which the group U(n) acts. The automorphism α acts
on diagonal matrices by permutation of the diagonal elements. In other words,
α permutes the factors in the group (2.42). The same is true for the classifying
spaces and the following diagram

BTn jn−→ BU(n)yα
yα

BTn jn−→ BU(n)

is commutative. The inner automorphism α is homotopic to the identity since
the group U(n) is connected. Hence, on the level of cohomology, the following
diagram

H∗ (BTn)
j∗n←− H∗ (BU(n))xα∗

xα∗
H∗ (BTn)

j∗n←− H∗ (BU(n))
or

Z[c1, . . . , cn]
j∗n−→ Z[t1, . . . , tn]yα∗

yα∗
Z[c1, . . . , cn]

j∗n−→ Z[t1, . . . , tn]
.

is commutative. The left homomorphism α∗ is the identity, whereas the right
permutes the variables (t1, . . . , tn). Hence, the image of j∗n consists of symmetric
polynomials.

Now let us prove that the image of j∗n is a direct summand. For this it is
sufficient to show that the inclusion

U(k)×U(1) ⊂ U(k + 1)

induces a monomorphism in cohomology onto a direct summand. Consider the
corresponding bundle

B (U(k)×U(1))−→BU(k + 1)

with fiber
U(k + 1)/ (U(k)×U(1)) = CPk.

The E2 term of the spectral sequence is

E∗,∗2 = H∗
(
BU(k + 1);H∗(CPk)

)
. (2.44)

For us it is important here that the only terms of (2.44) which are nontrivial
occur when p and q are even. Hence all differentials ds are trivial and

Ep,q2 = Ep,q∞ .
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None of these groups have any torsion. Hence the group

Hp (BU(k + 1);Z) = Ep,0∞ ⊂ H∗ (BU(k)×BU(1))

is a direct summand.

It is very easy to check that the rank of the groupHk (BU(n)) and the subgroup
of symmetric polynomials of the degree k of variables (t1, . . . , tn) are the same.

Using Lemma 4, choose generators

c1, . . . , cn ∈ H∗ (BU(n))

as inverse images of the elementary symmetric polynomials in the variables

t1, . . . , tn ∈ H∗ (BU(1)× . . .×BU(1)) .

Then the condition (2.38) follows from the fact that the element cn+1 is mapped
by j∗n+1 to the product t1 · . . . · tn+1, which in turn is mapped by the inclusion
(2.37) to zero. Condition 2.39 follows from the properties of the elementary
symmetric polynomials:

σk(t1, . . . , tn, tn+1, . . . , tn+m) =
∑

α+β=k

σα(t1, . . . , tn)σβ(tn+1, . . . , tn+m).

The proof of Theorem 18 is finished.

The generators c1, . . . , cn are not unique but only defined up to a choice of signs
for the generators t1, . . . , tn. Usually the sign of the tk is chosen in such way
that for the Hopf bundle over CP1 the value of c1 on the fundamental circle is
equal to 1.

The characteristic classes ck are called Chern classes . If X is complex analytic
manifold then characteristic classes of the tangent bundle TX are simply called
characteristic classes of manifold and one writes

ck(X) = ck(TX).

Example

Consider the complex projective space CPn. It was shown in the section 6 of
the chapter 1 that the tangent bundle TCPn satisfies the relation

TCPn ⊕ 1̄ = (n+ 1)ξ∗
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where ξ is the Hopf bundle. Hence

ck (TCPn) = ck (TCPn ⊕ 1̄) = ck ((n+ 1)ξ∗) =

= σk(−t1,−t2, . . . ,−tn)|tk=t = (−1)k
(
n+ 1
k

)
tk.

From this we can see that the tangent bundle of CPn is nontrivial.

We have studied in detail the algebraic structure of characteristic classes of
complex bundles. The proof was based on simple geometric properties of the
structure group U(n) and some algebraic properties of the cohomology theory.

Similarly, we can describe the characteristic classes of real vector bundles using
geometric properties of the structure group O(n). However, as we shall use
real bundles very little in the following we shall omit some details and refer the
reader to other books (Milnor and Stasheff, Husemoller) for further information.

Unlike U(n), the nontrivial elements of finite order in O(n) all have order
two. In studying H∗ (BO(n)), it is convenient to describe two separate rings:
H∗ (BO(n);Q) and H∗ (BO(n);Z2).

Theorem 19 1. The ring H∗ (BSO(2n);Q) is isomorphic to the ring of
polynomials Q[p1, p2, . . . , pn−1, χ], where

pk ∈ H4k (BSO(2n);Q) , χ ∈ H2n (BSO(2n);Q) .

2. The ring H∗ (BS = O(2n+ 1);Q) is isomorphic to the ring of polynomials
Q[p1, p2, . . . , pn], where

pk ∈ H4k (BSO(2n+ 1);Q) .

3. Generators {pk} can be chosen such that the natural mapping

BSO(2n)−→BSO(2n+ 1)

induces a homomorphism such that pk goes to pk if 1 ≤ k ≤ n− 1 and pn
goes to χ2. The natural mapping

BSO(2n+ 1)−→BSO(2n+ 2)

induces a homomorphism such that pk goes to pk, 1 ≤ k ≤ n, and χ goes
to zero.
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4. For a direct sum of bundles:

pk(ξ ⊕ η) =
∑

α+β=k

pα(ξ)pβ(η),

where p0 = 1.

Proof.

The group SO(2) is isomorphic to the circle S1 = U(1). Therefore, the coho-
mology ring of BSO(2) is known:

H∗(BSO(2); Q) = Q[χ], χ ∈ H2(BSO(2); Q).

Consider the bundle
BSO(2k − 2)−→BSO(2k) (2.45)

with the fiber SO(2k)/SO(2k − 2) = V2k,2. The Stieffel manifold V2k,2 is the
total space of a bundle

V2k,2−→S2k−1 (2.46)

with fiber S2k−2. The manifold V2k,2 may be described as the family of pairs of
orthogonal unit vectors (e1, e2). We think of the first vector e1 as parametrising
the sphere S2k−1 and the second vector e2 as tangent to the sphere S2k−1 at
the point e1. Since the sphere S2k−1 is odd dimensional, there is a nontrivial
vector field, that is, a section of the bundle (2.46) inducing a monomorphism

H∗(S2k−1)−→H∗(V2k,2).

In the spectral sequence for the bundle (2.46) the only one possible nontrivial
differential d2k vanishes. Hence

E∗,∗2 = e∗,∗∞ = H∗(V2k,2) = Λ(a2k−1, a2k−2).

Consider the spectral sequence for the bundle (2.45) (see 2.5).

We take the inductive assumption that

H∗(BSO(2k − 2); Q) = Q[p1, . . . , pk−2, χ], (2.47)

where χ ∈ H2k−2(BSO(2k − 2); Q). In particular, this means that the odd
dimensional cohomology of BSO(2k − 2) is trivial. If

d2k−1(a2k−2) = v 6= 0,
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then
d2k−1(a2k−2v) = v2 = 0.

Hence
E2k−1,2k−2
∞ 6= 0.

The latter contradicts the assumption that

H4k−3(BSO(2k − 2); Q) = 0.

Therefore, one has that
d2k−1(a2k−2) = 0.

and hence
d2k−1 = 0.
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The dimension of the element a2k−1 is odd and hence

d2k(a2k−1) = w 6= 0.

Proceeding as in the proof of Theorem 18, one can check that the ring
H∗(BSO(2k); Q) has only even dimensional elements and the differential
d2k maps the subgroup a2k−1E

∗,∗
2k monomorphically onto the subgroup wE∗,∗2k .

Therefore,
E∗,∗∞ = E∗,0∞ ⊕ a2k−2E

∗,0
∞

which is associated to the polynomial ring (2.47). This means that

p1, . . . , pk−2 ∈ E∗,0∞ ,

[χ] = a2k−2,

[χ2] ∈ E∗,0∞ ,

E∗,0∞ = Q[p1, . . . , pk−2, χ
2],

E∗,02 = Q[p1, . . . , pk−2, χ
2, w].

Put pk−1 = χ2. Then

H∗ (BSO(2k); Q) = Q[p1, . . . , pk−1, w].

Consider the bundle

BSO(2k − 2)−→BSO(2k − 1) (2.48)

with the fiber S2k−2. In the spectral sequence for the bundle (2.48), the member
E∗,∗2 has only two nontrivial rows: E∗,02 and E∗,2k−2

2 = a2k−2E
∗,0
2 . If

d2k−1(a2k−2) = v 6= 0,

then
d2k−1(a2k−2v) = v2 = 0.

Hence
E2k−1,2k−2
∞ 6= 0.

and the latter contradicts the previous calculation since the odd dimensional
cohomology of the space BSO(2k − 2) is trivial. This means that

d2k−1(a2k−2) = 0,
d2k−1 = 0,

E∗,∗2 = E∗,∗∞ .
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Hence the odd dimensional cohomology of the space BSO(2k − 1) is trivial.

Consider the bundle
BSO(2k − 1)−→BSO(2k) (2.49)

with fiber S2k−1. The member E∗,∗2 of the spectral sequence of the bundle
(2.49) has the form

E∗,∗2 = H∗ (BSO(2k))⊗ Λ(a2k−1).

The odd dimensional cohomology of the total space BSO(2k− 1) is trivial and
so

d2k(a2k−1) = v 6= 0.

Using the calculation for the bundle (2.45), we see that

v = d2k(a2k) = w.

Hence
d2k(a2k−1x) = wx.

Thus
E∗,∗2k+1 = E∗,∗∞ = Q[q1. . . . , pk−1] = H∗ (BSO(2k − 1); Q) .

To prove the last relation of Theorem 19 we study the bundle

jn : BSO(2)× . . .×BSO(2)−→BSO(2n).

We need to prove that the image of j∗n coincides with the ring of symmetric
polynomials of variables {t21, p2

2, . . . , p
2
n} where

tk ∈ H∗ (BSO(2)× . . .×BSO(2); Q)

are generators. We leave this proof for reader.

The characteristic classes

pk ∈ H4k (BSO(n); Q)

constructed in Theorem 19 are called the rational Pontryagin classes . The
class

χ ∈ H2n (BSO(2n); Q)

is called the Euler class .
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Theorem 20 The ring H∗ (BO(n); Z2) is isomorphic to the polynomial ring
Z[w1, . . . , wn],

H∗ (BO(n); Z2) = Z[w1, . . . , wn], wk ∈ Hk (BO(n); Z2) .

The generators wk can be chosen such that

1.

wk(ξ) = 0 for k > dim ξ;

2.

wk(ξ ⊕ 1) = wk(ξ);

3.

wk(ξ ⊕ η) =
∑

α+β=k

wα(ξ)wβ(η).

The proof of this theorem is left to the reader. The class wk is called Stieffel–
Whitney characteristic class .

Exercise

Prove that the structure group O(n) of the vector bundle ξ can bes reduced to
the subgroup SO(n) if and only if w1(ξ) = 0. For this consider the bundle

BSO(n)−→BO(n),

a two–sheeted covering. If w1(ξ) = 0 then the vector bundle ξ is said to be an
oriented bundle .

Example

Consider the space BO(1) = RP∞ and the universal one–dimensional Hopf
vector bundle over it. It is clear that

w1(ξ) = w1 ∈ H1 (RP∞; Z2)

is a generator and

w1(ξ ⊕ ξ) = w1(ξ) + w1(ξ) = 2w1 = 0.

Hence the bundle ξ ⊕ ξ is orientable. The bundle ξ ⊕ ξ is nontrivial since

w2(ξ ⊕ ξ) = w1(ξ)w1(ξ) = w2
1 6= 0.
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2.5 GEOMETRIC INTERPRETATION OF
SOME CHARACTERISTIC CLASSES

2.5.1 The Euler class

Let X be a smooth, closed, oriented manifold of dimension 2n. We put the
question: Is there a nonvanishing vector field on the manifold X? Let TX be
the tangent bundle and SX the bundle consisting of all unit tangent vectors.
Then the existence of a nonvanishing vector field is equivalent to the existence
of a section of the bundle SX. The bundle

SX−→X (2.50)

with the fiber S2n−1 is classified by a mapping

X−→BSO(2n) (2.51)

and the universal bundle

SESO(2n)−→BSO(2n)

with the fiber S2n−1.

The classifying space BSO(2n) can be taken as the space of 2n–dimensional
oriented linear subspaces of an infinite dimensional vector space. The points
of the total space SESO(2n) can be represented by pairs (L, l) where L is
2n–dimensional subspace and l ∈ L is a unit vector.

Let l⊥ ⊂ L be the orthonormal supplement to the vector l. Then the corre-
spondence

(L, l)−→l⊥

gives a locally trivial bundle

SESO(2n)−→BSO(2n− 1). (2.52)

The fiber of this bundle is an infinite dimensional sphere. Hence the mapping
(2.52) is a homotopy equivalence and the bundle (2.50) is classified by the
bundle

BSO(2n− 1)−→BSO(2n), (2.53)

with the fiber S2n−1.
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Let Ep,qs be the spectral sequence for the bundle (2.53) and Ep,qs (X) be the
spectral sequence for the bundle (2.50). Let

f : Ep,qs −→Ep,qs (X)

be the homomorphism induced by the mapping (2.51). Then the element

f∗(χ) ∈ H2n(X) = E2n,0
2 (X)

is the Euler class of the manifold X. In the section 2.4 (Theorem 19), it was
shown that projection

p : BO(2n− 1)−→BO(2n)

sends the Euler class to zero. Hence the same holds for the projection

p′ : SX−→X

where:
p′∗(f∗(χ)) = 0.

If
α : X−→SX

is a section, then
0 = α∗p′∗(f∗(ξ)) = f∗(χ). (2.54)

Thus the existence of nonvanishing vector field on the manifold X implies that
the Euler class of the manifold X is trivial.

2.5.2 Obstruction to constructing a section

In section 2.4 the Euler class was defined as a cohomology class with rational
coefficients. But it is possible to define it for integer cohomology. As a matter
of fact, the triviality of the integer Euler class is sufficient for the existence
of nonvanishing vector field on an oriented 2n–dimensional manifold. On the
other hand, the triviality of the rational Euler class implies the triviality of the
integer Euler class since 2n–dimensional cohomology group has no torsion.

Generally speaking, there are homology type obstructions to the existence of a
section of a locally trivial bundle. Some of them may be described in terms of
characteristic classes.



122 Chapter 2

Let
p : E−→X

be a locally trivial bundle with fiber F and let X be a cellular space. Assume
that there exists a section

s : [X]n−1−→E
over (n − 1)–dimensional skeleton of X. We can ask whether it is possible to
extend the section s over the n–dimensional skeleton [X]n. It is sufficient to
extend the section s over each n–dimensional cell σi ⊂ X separately. Over a
cell σi the bundle is trivial, that is,

p−1(σi) ≡ σi × F,

the restriction of the section s to the boundary ∂σi defines a mapping to the
fiber F :

s : ∂σi : −→F,
and which defines an element of the homotopy group of the fiber:

[s]i ∈ πn−1(F ).

This element will be well defined, that is, it does not depend on the choice of
the fiber and on the choice of fixed point of F if both the base and fiber are
simply connected.

Thus necessary and sufficient conditions for the existence of an extension of the
section s to the skeleton [X]n are given by the following relations:

[s]i = 0 ∈ πn−1(F ).

In other words, the cochain

[s] ∈ Cn(X, πn−1(F ))

defined by the section s may be considered as a obstruction to the extension of
the section s to the n–dimensional skeleton [X]n.

The cochain [s] is not arbitrary. In fact, it is cocycle:

∂[s] = 0.

To prove this, consider an (n+ 1)–dimensional cell Σ. Let

f : ∂Σ−→[X]n
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be the mapping which defines the gluing of the cell to the skeleton [X]n. Con-
sider the composition

f̃ : ∂Σ−→[X]n−→[X]n/[X]n−1 = ∨σi/∂σi.
Using a homotopy of the mapping f we can assume that f̃ is smooth every-
where except at the fixed point x0 of ∨σi/∂σi and the points xi ∈ σi/∂σi are
nonsingular. This means that

f̃−1(x0) = ∪i,jDij

where the Di,j ⊂ ∂Σ are n–dimensional disks which are pairwise disjoint and
for which each

f̃|Di,j
: Di,j−→σi/∂σi (2.55)

is a diffeomorphism on the interior of Di,j . Let ti,j = ±1 be the degree of the
mapping (2.55). Then for the cell chain generated by single cell Σ we have the
boundary homomorphism

δΣ =
∑

i


∑

j

ti,j


σi.

with corresponding adjoint boundary homomorphism on cochains

(∂x)(Σ) =
∑

i,j

ti,jx(σi). (2.56)

Now the section s is defined on the ∂Σ\ ∪i,j
∫
Di,j . The restriction of the

section s to ∂Di,j gives an element [s]i,j of πn−1(F ) for which

[s]i,j = ti,j [s]i ∈ πn−1(F ).

Thus from (2.56),

(∂[s])(Σ) =
∑

i,j

ti,j [s](σi) =
∑

i,j

ti,j [s]i =
∑

i,j

[s]i,j .

Lemma 5 Let Dk ⊂ ∂Σ be a family of disjoint disks and let

g : ∂Σ\ ∪k
∫
Dk−→F

be a continuous mapping which on each ∂Dk gives an element [g]k ∈ πn−1(F ).
Then ∑

k

[g]k = 0 ∈ πk(F ).
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Lemma 5 finishes proof that [s] is cocycle.

The obstruction theory says that the cocycle [s] ∈ Cn(X,πn−1(F )) gives a
cohomology class [s] ∈ Hn(X; πn−1(F )) called the obstruction to extending
the section [s]. Further, if this obstruction is trivial then there is another section
[s′] on the skeleton [X]n which coincides with [s] on the skeleton [X]n−2. If n
is smallest number for which the group Hn(X; πn−1(F )) is nontrivial then the
corresponding obstruction [s] is called the first obstruction to the construction
a section.

Theorem 21 Let p : E−→X be locally trivial bundle with the fiber F and let
X be a simply connected cellular space. Let

π0(F ) = . . . πn−2(F ) = 0
πn−1(F ) = Z.

Let a ∈ Hn−1(F ; Z) be a generator and let Ep,qs be the spectral sequence of the
bundle p. Then the first nontrivial differential acting on the element a is dn,
En,0n = En,02 = Hn(X; Z), and the element w = dn(a) ∈ Hn(X; Z) is the first
obstruction to constructing a section of the bundle p.

Theorem 22 Let ξ be a complex n–dimensional vector bundle over a base X.
Then the Chern class ck(ξ) ∈ H2k(X; Z) coincides with the first obstruction
to constructing of n− k + 1 linear independent sections of the bundle ξ.

Proof.

Constructing n− k+ 1 linearly independent sections of ξ is the same as repre-
senting the bundle ξ as a direct sum

ξ = η ⊕ n− k + 1. (2.57)

Consider the bundle
p : BU(k − 1)−→BU(n) (2.58)

with the fiber U(n)/U(k − 1). Let

f : X−→BU(n)

be a continuous mapping inducing the bundle ξ, that is,

ξ = f∗(ξn).
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Figure 2.6

Representing the bundle as in (2.57) means constructing a mapping

g : X−→BU(k − 1)

such that pg ∼ f . In other words, the first obstruction to constructing n−k+1
linearly independent sections of the bundle ξ coincides with the inverse image
of the first obstruction to constructing a section of the bundle (2.58). Let us
use Theorem 21.

Consider the spectral sequence for the bundle (2.58) or the figure (2.7). Since
p∗(ck) = 0, the element ck ∈ E2k,0

2 is the image of the differential d2k,

d2k(u2k−1) = ck.

By Theorem 21, we have
f∗(ck) = ck(ξ)

giving the first obstruction to constructing n−k+1 linearly independent sections
of the bundle x.

There are similar interpretations for the Stieffel–Whitney classes and the Pon-
tryagin classes.
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2.6 K–THEORY AND THE CHERN
CHARACTER

2.6.1 Definitions and simple properties

The family of (isomorphism classes of) vector bundles over a fixed base is not a
group with respect to the operation of direct sum since subtraction does not in
general exist for any two bundles. However this family may be extended to form
a group by introducing a formal subtraction. If the base is not connected we
will consider a vector bundle as a union vector bundles of arbitrary dimensions,
one on each connected component.

Definition 6 Let K(X) denotes the abelian group where the generators are
(isomorphism classes of) vector bundles over the base X subject to the following
relations:

[ξ] + [η]− [ξ ⊕ η] = 0 (2.59)

for vector bundles ξ and η, and where [ξ] denotes the element of the group
K(X) defined by the vector bundle ξ.
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The group defined in Definition 6 is called the Grothendieck group of the
category of all vector bundles over the base X.

To avoid confusion, the group generated by all real vector bundles will be
denoted by KO(X), the group generated by all complex vector bundles will be
denoted by KU (X) and the group generated by all quaternionic vector bundles
will be denoted by KSp(X).

The relations (2.59) show that in the group K(X) the direct sum corresponds
to the group operation.

Proposition 7 Each element x ∈ K(X) can be represented as a difference of
two vector bundles:

x = [ζ1]− [ζ2].

Proof.

In the general case, the element x is a linear combination

x =
p∑

i=1

ni[ξi]

with the integer coefficients ni. Let us split this sum into two parts

x =
p1∑

i=1

ni[ξi]−
p2∑

j=1

mj [ηj ]

with
ni > 0, mj > 0.

Using the relations (2.59) we have

x = [⊕p1i=1 (ξi ⊕ . . .⊕ ξi)︸ ︷︷ ︸
ni times

]− [⊕p2j=1 (ηj ⊕ . . .⊕ ηj)︸ ︷︷ ︸
mj times

] =

= [ζ1]− [ζ2].

Note: In Proposition 7 the bundle ζ2 may be taken to be trivial. In fact, using
Theorem 8 from the chapter 1 there is a vector bundle ζ3 such that

ζ2 ⊕ ζ3 = N̄



128 Chapter 2

is a trivial bundle. Then

x = [ζ1]− [ζ2] = ([ζ1]− [ζ2]) + ([ζ3]− [ζ=3]) =
= ([ζ1] + [ζ3])− ([ζ2] + [ζ3]) = [ζ2 ⊕ ζ3)− N̄ .

Proposition 8 Two vector bundles ξ1 and ξ2 define the same element in the
group K(X) if and only if there is a trivial vector bundle N̄ such that

ξ1 ⊕ N̄ = ξ2 ⊕ N̄ . (2.60)

Condition 2.60 is called stable isomorphism of vector bundles . Proof.

If the condition (2.60) holds then by (2.59)

[ξ1] + [N̄ ] = [ξ2] + [N̄ ],

that is, [ξ1] = [ξ2]. Conversely, assume that [ξ1] = [ξ2] or [ξ1] − [ξ2] = 0 .
Then by definition, this relation can be represented as a linear combination of
determining relations:

[ξ1]− [ξ2] =
∑

j

λj(ηj + ζj − ηj ⊕ ζj). (2.61)

Without loss of generality we can consider that λj ± 1. We transform the
identity (2.61) in the following way: all summands with negative coefficients
carry over to the other side of the equality. Then we have

ξ1 +
∑

j

(ηj ⊕ ζj) +
∑

k

(ηk + ζk) =

= ξ2 +
∑

j

(ηj + ζj) +
∑

k

(ηk ⊕ ζk) (2.62)

where j runs through all indices for which λj = 1 and k runs through all
indices for which λk = −1. Both parts of the equality (2.62) are formal sums
of vector bundles. Hence each summand on the left hand side is isomorphic
to a summand on the right hand side and vice versa. The direct sum of all
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summands in the left hand side is equal to the direct sum of all summand in
the right hand side. Thus

ξ1 ⊕
∑

j

(ηj ⊕ ζj)⊕
∑

k

(ηk ⊕ ζk) =

= ξ2 ⊕
∑

j

(ηj ⊕ ζj)⊕
∑

k

(ηk ⊕ ζk).

Put
θ =

∑

j

(ηj ⊕ ζj)⊕
∑

k

(ηk ⊕ ζk).

Then we have
ξ1 ⊕ θ = ξ2 ⊕ θ.

Finally, let χ be a vector bundle such that N̄ = χ⊕ θ then

ξ1 ⊕ N̄ = ξ2 ⊕ N̄ .

Proposition 9 The operation of tensor product of vector bundles induces a
ring structure in the additive group K(X).

We shall leave the proof to the reader.

Examples

1. We describe the ring K(x0) where x0 is a one point space. Each vector
bundle over a point is trivial and characterized by the dimension of the fiber.
Therefore, the family of all vector bundles over a point, with two operations
— direct sum and tensor product, is isomorphic to the semiring of positive
integers. Hence the ring K(x0) is isomorphic to the ring Z of integers. In
addition, the difference [ξ]− [η] corresponds the number dim ξ − dim η ∈ Z.

2. If X = {x1, x2} is a two point space then any vector bundle is defined by
two integers — the dimension of the fiber over the point x1 and the dimension
of the fiber over the point x2. Hence

K(x0) = Z⊕ Z.
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2.6.2 K–theory as a generalized cohomology
theory

The group K(X) is a ring. It is clear that a continuous mapping f : X−→Y
induces a ring homomorphism

f∗ : K(Y )−→K(X)

which to each vector bundle ξ associates the inverse image f∗(ξ). If

f, g : X−→Y

are two homotopic mappings then

f∗ = g∗ : K(Y )−→K(X).

In fact, there is a continuous map

F : X × I−→Y

such that
F (x, 0) = f(x); F (x, 1) = g(x).

Then by Theorem 3 from the chapter 1, restrictions of the bundle F ∗(ξ) to the
subspaces X × {0} and X × {1} are isomorphic. Hence

f∗(ξ) = g∗(ξ).

Therefore, if two spaces X and Y are homotopy equivalent then the rings K(X)
and K(Y ) are isomorphic.

This means that the correspondence

X−→K(X)

is a homotopy functor from the category of homotopy types to the category of
rings. One can extend this functor to an analogue of a generalized cohomology
theory. Let (X,x0) be a cellular space with a base point. The natural inclusion
x0−→X induces a homomorphism of rings:

K(X)−→K(x0) = Z. (2.63)

This homomorphism is defined by a formula for a difference [ξ]− [η]:

[ξ]− [η]−→dim ξ − dim η ∈ Z
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Note that if X has many connected components then we take the dimension of
the bundle x over the component containing the base point x0. Therefore, the
homomorphism (2.63) will also be denoted by dim : K(X)−→K(x0).

Let K0(X,x0) denote the kernel of the homomorphism (2.63):

K0(X,x0) = Ker (K(X)−→K(x0)) .

Elements of the subring K0(X,x0) are represented by differences [ξ] − [η] for
which dim ξ = dimh. The elements of the ringK(X) are called virtual bundles
and elements of the ring K0(X,x0) are virtual bundles of trivial dimension over
the point x0.

Now consider a pair (X,Y ) of the cellular spaces, Y ⊂ X. Denote by K0(X,Y )
the ring

K0(X,Y ) = K0(X/Y, [Y ]).

For any negative integer −n, let

K−n(X,Y ) = K0(SnX,SnY )

where Sn(X) denotes the n–times suspension of the space X:

SnX = (Sn ×X)/(Sn ∨X).

Theorem 23 The pair (X,Y ) induces an exact sequence

K0(Y, x0)←−K0(X,x0)←−K0(X,Y )←−
←−K−1(Y, x0)←−K−1(X,x0)←−K−1(X,Y )←−
←−K−2(Y, x0)←−K−2(X,x0)←−K−2(X,Y )←− . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . ←−K−n(Y, x0)←−K−n(X,x0)←−K−n(X,Y )←− . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.64)

Proof.

The sequence (2.64) is based on the so called Puppe sequence of spaces and
may be is constructed for any pair (X,Y ):

Y−→X−→X/Y−→
−→S1Y−→S1X−→S1(X/Y )−→
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−→S2Y−→S2X−→S2(X/Y )−→ . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . −→SnY−→SnX−→Sn(X/Y )−→ . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

In the Puppe sequence, all continuous mapping may be taken as inclusions by
substituting the gluing of a cone for each quotient space or factorization. Then
the next space in the sequence can be considered as a quotient space. Hence
to prove exactness it is sufficient to check exactness of the sequence

K0(Y, x0)
i∗←−K0(X,x0)

j∗←−K0(X,Y )

at the middle term. Let ξ be a vector bundle over X for which the restriction
to the subspace Y is trivial. This means that the bundle ξ is trivial in some
neighborhood U of the Y . Hence the neighborhood U can serve as a chart of an
atlas for ξ. In addition, other charts can be chosen so that they do not intersect
Y . Hence all the transition functions are defined away from the subspace Y .
This means that the same transition functions define transition functions on
the quotient space X/Y , that is, they define a vector bundle η over X/Y such
that

j∗([η]) = [ξ].

Remark

We have not quite obtained a generalized cohomology theory but only the part
graded by nonnegative integers.

2.6.3 The Chern character

In the section 2.4 we defined Chern classes for any complex vector bundle.
By Theorem 18, an arbitrary characteristic class is a polynomial of the Chern
classes c1(ξ), . . . , cn(ξ) with integer coefficients. If we consider characteristic
classes in cohomology with rational coefficients then they may all be expressed
as polynomials in Chern classes with rational coefficients.

Consider now the function

ϕn(t1, . . . , tn) = ee1 + et2 + . . .+ etn
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and its the Taylor series

ϕn(t1, . . . , tn) =
∞∑

k=0

tk1 + . . .+ tkn
k!

. (2.65)

Each term of the series (2.65) is a symmetric polynomial in the variables
t1, . . . , tn and hence may be expressed as a polynomial in the elementary sym-
metric polynomials

tk1 + . . .+ tkn
k!

= ϕnk (σ1, . . . , σn),

σ1 = σ1(t1, . . . , tn) = t1 + t2 + . . .+ tn,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

σn = σn(t1, . . . , tn) = t1t2 · · · tn,
In other words,

ϕn(t1, . . . , tn) =
∞∑

k=0

ϕnk (σ1, . . . , σn).

Definition 7 Let ξ be a n–dimensional complex vector bundle over a space X.
The characteristic class

ch ξ =
∞∑

k=0

∞∑

k=0

ϕnk (c1(ξ), . . . , cn(ξ)) (2.66)

is called the Chern character of the bundle ξ.

In the formula (2.66), each summand is an element of the cohomology group
H2k(X,Q). If the space X is a finite cellular space then the Chern character
ch ξ is a nonhomogeneous element of the group

H2∗(X; Q) = ⊕H2k(X; Q)

since from some number k0 on all the cohomology groups of the space X are
trivial. In general, we consider that the formula (2.66) defines an element of
the group

H∗∗(X; Q) =
∞∏

k=0

Hk(X; Q).

Theorem 24 The Chern character satisfies the following conditions:
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1. ch (ξ ⊕ η) = ch (ξ) + ch (η);

2. ch 0(ξ) = dim ξ;

3. ch (ξ ⊗ η) = ch (ξ)ch (η).

Proof.

As in the section 2.4, we can represent the Chern classes by elementary sym-
metric polynomial in certain variables, that is,

ck(ξ) = σk(t1, . . . , tn),
ck(η) = σk(tn+1, . . . , tn+m),

ck(ξ ⊕ η =) = σk(t1, . . . , tn, tn+1, . . . , tn+m). (2.67)

Using (2.66),

ch k(ξ) = ϕnk (c1(ξ), . . . , cn(ξ)) =
1
k!

(
tk1 + · · ·+ tkn

)
,

ch k(η) = ϕmk (c1(η), . . . , cn(η)) =
1
k!

(
tkn+1 + · · ·+ tkn+m

)
,

ch k(ξ ⊕ η) = ϕn+m
k (c1(ξ ⊕ η =), . . . , cn+m(ξ ⊕ η)) =

=
1
k!

(
tk1 + · · ·+ tkn + tkn+1 + · · ·+ tkn+m

)
=

= ch k(ξ) + ch k(η). (2.68)

and from (2.68) property 1 follows. Property 2 follows from

ch 0(ξ) = ϕn0 (c1(ξ), . . . , cn(ξ)) = n = dim ξ.

Strictly speaking this proof is not quite correct because we did not make sense
of the formulas (2.67). We can make sense of them in the following way. For
all three identities in Theorem 24 it is sufficient to check them over the special
spaces

X = BU(n)×BU(m),

where ξ = ξn is the universal vector bundle over the factor BU(n) and η = ξm
is the universal vector bundle over the factor BU(m). Let

f : BU(n)×BU(m)−→BU(n+m)

be a mapping such that
f∗(ξn+m) = ξn ⊕ ξm.
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Then we must prove that

f∗(ch ξn+m) = ch ξn + ch ξm. (2.69)

Consider a commutative diagram

BU(n)×BU(m) -
f

BU(n+m)

A
A

A
A

A
A

A
A

AK

p

¢
¢
¢
¢
¢
¢
¢
¢
¢̧

q

BU(1)× . . .×BU(1)︸ ︷︷ ︸
n times

×BU(1)× . . .×BU(1)︸ ︷︷ ︸
m times

where the mappings p, q correspond to the inclusions of the group of diagonal
matrices into the unitary groups. In the notation of section 2.4,

p = jn × jm, q = jn+m.

By the lemma 4 both homomorphisms p∗ and q∗ are monomorphisms on coho-
mology. Hence the identity (2.69) follows from the following identity

p∗f∗(ch ξn+m) = p∗ch ξn + p∗ch ξm,

that is, from
q∗(ch ξn+m) = p∗ch ξn + p∗ch ξm

or from
ch q∗(ξn+m) = ch p∗ξn + ch p∗ξm.

Let the ηi be one dimensional vector bundles, 1 ≤ i ≤ n+m, which are universal
vector bundles over the various factors with corresponding number i. Then

q∗ξn+m = η1 ⊕ . . .⊕ ηn+m,

p∗ξn = η1 ⊕ . . .⊕ ηn,
p∗ξm = ηn+1 ⊕ . . .⊕ ηn+m.
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Therefore, we can put ti = c1(ηi) and then the formulas (2.67) make sense.

We now pass to the proof of the property 3. As in the previous case it is
sufficient to provide the proof for bundles

ξ = η1 ⊕ . . .⊕ ηn
η = ηn+1 ⊕ . . .⊕ ηn+m.

Then
ξ ⊗ η =

⊕

i,j

(ηi ⊗ ηn+j).

So we need to calculate the first Chern class c1(ξ′ ⊗ ξ′′) for the product of two
one dimensional vector bundles which might be considered universal bundles
over factors the BU(1). Consider a mapping

f : BU(1)×BU(1)−→BU(1)

such that f∗(ξ) = ξ′ ⊗ ξ′′. Then for some integer α and β

c1(ξ′ ⊗ ξ′′) = αc1(ξ′) + βc1(ξ′′).

When ξ′ = 1 we have ξ′ ⊗ ξ′′ = ξ′′ and hence

c1(ξ′′) = αc1(1) + βc1(ξ′′) = βc1(ξ′′),

that is, β = 1. Similarly, α = 1. Finally,

ch (ξ ⊗ η) =
∑

i,j

ec1(ηi⊗ηn+j) =

=
∑

i,j

eti+tn+j =
∑

i,j

etietn+j =

=

(∑

i

eti

)
∑

j

etn+j


 = ch ξch η.

Theorem 24 shows that the Chern character can be extended to a homomor-
phism of rings

ch : K(X)−→H2∗(X; Q).



3
GEOMETRIC CONSTRUCTIONS

OF BUNDLES

To extend the study of the properties of the vector bundles we need further ge-
ometric ideas and constructions. This chapter is devoted to the most frequently
used constructions which lead to deeper properties of vector bundles. They are
Bott periodicity – the main instrument of the calculation of K–theory, linear
representations and cohomology operations in K–theory and the Atiyah–Singer
formula for calculating of the indices of elliptic operators on compact manifolds.
The last of these will be considered in the next chapter.

3.1 THE DIFFERENCE CONSTRUCTION

Consider a vector bundle ξ over the base X. Assume that the bundle ξ is
trivial over a closed subspace Y ⊂ X. This means that there is a neighborhood
U ⊃ Y such that the restriction of the bundle ξ to U is isomorphic to a Cartesian
product:

ξ|U ∼ U ×Rn.

It is clear that the set U can serve as chart and, without loss of generality, we can
consider that the other charts do not intersect with Y . Hence all the transition
functions ϕαβ are defined at points of the complement X\Y . Therefore, the
same transition functions can be used for the definition of a bundle η over the
new base — the quotient space X/Y . The bundle η can be considered as a
bundle obtained from ξ by identification of fibers over Y with respect to the
isomorphism ξ|Y ∼ Y ×Rn.

This important construction can be generalized in the following way. Consider
a pair (X,Y ) of cellular spaces and a triple (ξ1, d, ξ2) where ξ1 and ξ2 are vector

137
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bundles over X and d is an isomorphism

d : ξ1|Y−→ξ2|Y .

In the case when ξ2 is a trivial bundle we have the situation described above.

Consider the family of all such triples. The triple (ξ1, d, ξ2) is said to be triv-
ial if d can be extended to an isomorphism over the whole base X. If two
isomorphisms d1, d2 : ξ1|Y−→ξ2|Y are homotopic in the class of isomorphisms
then the two triples (ξ1, d1, ξ2) and (ξ1, d2, ξ2) are said to be equivalent. If the
triple (η1, h, η2) is trivial then the triples (ξ1, d, ξ2) and (ξ1 ⊕ η1, d⊕ h, ξ2 ⊕ η2)
are also said to be equivalent. We denote by K2(X,Y ) the family of classes of
equivalent triples.

Theorem 25 The family K2(X,Y ) is an Abelian group with respect to the
direct sum of triples. The group K2(X,Y ) is isomorphic to K0(X,Y ) by the
correspondence

K0(X,Y ) 3 ([ξ]− [N̄ ])−→(p∗ξ, d, N̄)

where p : X−→X/Y is natural projection and d : p∗ξ|Y−→N̄ is natural iso-
morphism generated by trivialization on a chart which contains the point [Y ] ∈
X/Y , (dim ξ = N).

Proof.

The operation of summation is defined by

(ξ1, d1, ξ2) + (η1, d2, η2) = (ξ1 ⊕ η1, d1 ⊕ d2, ξ2 ⊕ η2).

Hence associativity is clear. It is clear that a trivial triple gives a neutral
element. If (ξ1, d1, ξ2) is trivial triple and d is homotopic to d′ in the class of
isomorphisms then the triple (ξ1, d′1, ξ2) also is trivial. Indeed, assume firstly
that both vector bundles ξ1 and ξ2 are trivial. Then triviality means that the
mapping d : Y−→GL(n) extends to the mapping d̄ : X−→GL(n). Hence there
is a continuous mapping

D : (Y × I) ∪ (X × {0})−→GL(n).

The space (Y × I)∪ (X×{0}) is a retract in the space X×I. Hence D extends
to a continuous mapping

D̄ : X × I−→GL(n).
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For nontrivial vector bundles the theorem can be proved by induction with
respect to the number of charts. Hence the triple (ξ1, d1, ξ2) is equivalent to a
trivial triple if and only there is a trivial triple (η1, h, η2) such that the direct
sum (ξ1 ⊕ η1, d⊕ h, ξ2 ⊕ η2) is trivial.

What are the inverse elements? We show that the triple (ξ1⊕ξ2, d⊕d−1, ξ2⊕ξ1)
is equivalent to trivial triple. For this consider the homotopy

Dt =
∥∥∥∥
d sin t cos
− cos t d−1 sin t

∥∥∥∥ : (ξ1 ⊕ ξ2)|Y−→(ξ1 ⊕ ξ2)|Y

When t = 0,

D0 =
∥∥∥∥
d 0
0 d−1

∥∥∥∥
and when t = 1,

D1 =
∥∥∥∥

0 1
−1 0

∥∥∥∥ .

The latter matrix defines an isomorphism which can be extended to an isomor-
phism over the whole of X. Hence the family K2(X,Y ) is a group.

Consider a mapping
α : K0(X,Y )−→K0(X,Y )

defined as follows. Let x ∈ K0(X,Y ) be represented as a difference x = [ξ]−[N̄ ],
dim ξ = N , let p : X−→X/Y be the projection, η = p∗(ξ), and let f : η−→ξ
be the canonical mapping. Then let

d : η|Y −→ N̄ |Y = Y ×RN

d(h) = (y, f(h)), h ∈ ηy, y ∈ Y.

The triple (η, d, N̄), which we denote by α(x), defines an element of the group
K0(X,Y ). This element is well defined, that is, it does not depend on the
representation of the element x.

We now prove that α is a monomorphism. Assume that the triple (η, d, N̄) is
equivalent to a trivial triple. This means that there is a trivial triple (η1, h, η2)
such that direct sum (η ⊕ η1, d ⊕ h, N̄ ⊕ η2) also is trivial. In particular, the
bundles η1 and η2 are isomorphic over X. Without loss of generality we can
assume that both η1 and η2 are trivial and h ≡ 1. Hence the triple (η⊕ N̄ ′, d⊕
1, N̄ ⊕ N̄ ′) is trivial and so the bundle η ⊕ N̄ ′ is isomorphic to trivial bundle
N̄ ⊕ N̄ ′. Hence x = 0.
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Next we prove that α is an epimorphism. Consider a triple (ξ1, d, ξ2). If η is
a bundle such that ξ2 ⊕ η = N̄ . The triple (η, 1, η) is trivial and the triple
(ξ1 ⊕ η, d⊕ 1, N̄) is equivalent to the triple (ξ1, d, ξ2). Hence the bundle ξ1 ⊕ η
is trivial over Y . This means that ξ1 ⊕ η = p∗(ζ) for a bundle ζ over X/Y .
Hence

α([ζ]− [N̄ ]) = (ξ1, d, ξ2).

The definition of the groups K0(X,Y ) has the following generalization. If
(ξ1, d, ξ2) is a triple, it can be represented as a complex of vector bundles

0̄−→ξ1 d̄−→ξ2−→0̄ (3.1)

which is exact over Y . For this we need to extend the isomorphism d (over Y )
to a morphism d̄ of vector bundles over the whole of X. It is clear that such
extension exists. Hence a natural generalization of short bundle complexes of
type (3.1) is a bundle complex of arbitrary length

0̄−→ξ1 d1−→ξ2 d2−→ξ3−→· · · dn−1−→ξn−→0̄, (3.2)

which is exact over each point x ∈ Y . There is a natural operation of direct
sum of bundle complexes of the type (3.2). The bundle complex (3.2) is said
to be trivial if it is exact over each point of X. Two bundle complexes of
type (3.2) are said to be equivalent if after addition of trivial complexes the
corresponding vector bundles become isomorphic and corresponding morphisms
become homotopic in the class of morphisms which preserve exactness over
Y . The family of classes of equivalent bundle complexes of type (3.2) will be
denoted by Kn(X,Y ). There is a natural mapping

β : K2(X,Y )−→Kn(X,Y ).

A bundle complex of the form

0̄−→0̄−→· · ·−→ξk dk−→ξk+1−→· · ·−→0̄

is said to be an elementary complex.

Lemma 6 Every trivial bundle complex has a splitting into a sum of elemen-
tary trivial complexes.

Proof.

follows from Theorem 7 of the chapter 1.
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Lemma 7 Every bundle complex of type (3.2) is equivalent to an elementary
complex, that is, the mapping β is epimorphism.

Proof.

Consider a bundle complex (3.2) The first step is to change the given complex
(3.2) by adding a trivial elementary complex of a sufficiently high dimension in
terms n− 2 and n− 1:

0̄−→ξ1−→· · ·−→ξn−3
Dn−3−→ ξn−2 ⊕ ηDn−2−→

Dn−2−→ ξn−1 ⊕ ηDn−1−→ ξn−→0̄, (3.3)

where

Dk = dk, 1 ≤ k ≤ n− 4,

Dn−3 =
∥∥∥∥
dn−3

0

∥∥∥∥ , Dn−2 =
∥∥∥∥
dn−2 0

0 1

∥∥∥∥ , Dn−1 = ‖dn−1 0‖ .

The morphism dn−1 is an epimorphism over Y . Hence there is a neighborhood
U ⊃ Y such that dn−1 is epimorphism over U . Let ϕ be a function which equals
1 on X\U and 0 on Y , and ϕ′ be a function which equals 1 on Y and is such
that

ϕϕ′ ≡ 0.

Consider the new bundle complex

0̄−→ξ1−→· · ·−→ξn−3

D′n−3−→ ξn−2 ⊕ η
D′n−2−→

D′n−2−→ ξn−1 ⊕ η
D′n−1−→ ξn−→0̄, (3.4)

where

D′k = dk, 1 ≤ k ≤ n− 4,

D′n−3 =
∥∥∥∥
dn−3

0

∥∥∥∥ , D′n−2 =
∥∥∥∥
dn−2 0

0 ϕ′

∥∥∥∥ , D′n−1 = ‖dn−1 ϕf‖ .

and f : η−→ξn is an epimorphism over X.

It is clear that the two complexes (3.3) and (3.4) are homotopic. So we have
succeeded in constructing a new equivalent bundle complex (3.4) where the
last morphism Dn−1 is an epimorphism over X. Hence we can split the bundle
complex (3.4) into two direct summands:

0̄−→ξ1−→· · ·−→ξn−3

D′n−3−→ ξn−2 ⊕ η
D′n−2−→Ker (D′n−1)−→0̄,
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and
0̄−→ (

Ker (D′n−2)
)⊥ D′n−1−→ ξn−→0̄,

the latter being a trivial elementary complex. Further, we can apply induction
on the length of the bundle complex.

Lemma 8 The mapping β is a monomorphism.

The proof is similar to the proof of Lemma 7.

Thus we have shown

Theorem 26 The natural mapping

β : K2(X,Y )−→Kn(X,Y ).

is isomorphism.

Using theorems 25 and 26 we can give different interpretations to important ex-
amples of K–groups. The representation of elements of the group K0(X,Y ) as
triples or bundle complexes is called the difference construction. It is justified
by the fact that the restriction of the triple (ξ1, d, ξ2) to X equals [ξ1]− [ξ2] and
the restriction of the bundle complex (3.2) to the spaceX equals the alternating
sum

[ξ1]− [ξ2] + . . .+ (−1)n+1[ξn].

Examples

1. Let us describe the group K0(Sn). We represent the sphere Sn as a
quotient space of the disc Dn by its boundary ∂Dn = Sn−1, Sn = Dn/Sn−1.
Therefore,

K0(Sn) = K2(Dn, ∂Dn).

Since every bundle over Dn is trivial, any element of the group K2(Dn, ∂Dn)
may be defined as the homotopy class of a continuous mapping

d : ∂Dn = Sn−1−→GL(N,C).

Hence
K0(S2) = π1(U(N)) = π1(U(1)) = π1(S1) = Z.
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Then
K(S2) = Z⊕ Z.

Similarly,
K0(S3) = π2(U(N)) = π2(U(1)) = 0.

Hence
K(S3) = Z.

2. Let SX denote the suspension of the space X, that is, the quotient space
of the cone CX by its base, SX = CX/X. Then

K0(SX) = K2(CX,X) = [X,U(N)]

where [X,U(N)] is the group of homotopy classes of mappings of X to unitary
group U(N), for sufficiently large N .

3. Consider a generalization of the difference construction. Let us substitute
a triple (ξ1, d, ξ2) for two complexes of type (3.2) and a homomorphism giving
a commutative diagram

0 −→ ξ1
d11−→ ξ2

d12−→ . . .
d1,n−1−→ ξn −→ 0yd′1

yd′2
yd′n

0 −→ η1
d21−→ η2

d22−→ . . .
d2,n−1−→ ηn −→ 0

(3.5)

Assume that horizontal homomorphisms dij are exact over Y and vertical ho-
momorphisms d′k are exact over Y ′. It is natural to expect that the diagram
(3.5) defines an element of the group K0(X/(Y ∪ Y ′)). Indeed, there is a new
complex

0−→ξ1 D1−→(ξ2 ⊗ η1) D2−→(ξ3 ⊗ η2)−→ . . .−→(ξn ⊗ ηn−1)−→ηn−→0, (3.6)

in which the horizontal homomorphisms are defined by the matrices

Dk =
∥∥∥∥
d1k 0
d′k d2,k−1

∥∥∥∥ .

This complex (3.6) is exact over the subspace (Y ∪ Y ′).
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More generally, consider a diagram

0 −→ ξ11
d11−→ ξ12

d12−→ . . .
d1,n−1−→ ξ1n −→ 0yd′11

yd′12
yd′1n

0 −→ ξ21
d21−→ ξ22

d22−→ . . .
d2,n−1−→ ξ2n −→ 0y

y
y

...
...

...y
y

y
0 −→ ξm1

dm1−→ ξm2
dm2−→ . . .

dm,n−1−→ ξmn −→ 0y
y

y
0 0 0

with anticommutative squares:

d′k,l+1dkl + dk+1,ld
′
kl = 0.

Assume that the horizontal rows are exact over a subset Y and the vertical
columns are exact over a subset Y ′. Then this diagram defines an element of
the group K0(X,Y ∪ Y ′).

4. The previous construction allows us to construct a natural tensor product
of K–groups as a bilinear function

K0(X,Y )×K0(X ′, Y ′)−→K0(X ×X ′, X × Y ′ ∪ Y × Y ′). (3.7)

Consider a complex on X,

0−→ξ1 d1−→ξ2 d2−→ . . .
dn−1−→ξn−→0 (3.8)

which is exact over Y and a complex on X ′

0−→η1 d1−→η2 d2−→ . . .
dn−1−→ηn−→0 (3.9)
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which is exact over Y ′. Consider the tensor product of the two complexes (3.8)
and (3.9)

0 0 0y
y

y
0 −→ ξ1 ⊗ η1 d1⊗1−→ ξ2 ⊗ η1 d2⊗1−→ . . .

dn−1⊗1−→ ξn ⊗ η1 −→ 0y−1⊗ d′1
y1⊗ d′1

y(−1)n ⊗ d′1
0 −→ ξ1 ⊗ η2 d1⊗1−→ ξ2 ⊗ η2 d2⊗1−→ . . .

dn−1⊗1−→ ξn ⊗ η2 −→ 0y
y

y
...

...
...y

y
y

0 −→ ξ1 ⊗ ηm d1⊗1−→ ξ2 ⊗ ηm d2⊗1−→ . . .
dn−1⊗1−→ ξn ⊗ ηm −→ 0y

y
y

0 0 0
(3.10)

It is easy to check that this diagram has rows exact over X × Y ′ and columns
exact over Y × X ′. Hence the diagram (3.10) defines a tensor product as a
bilinear operation of type (3.7).

If X = X ′ then using diagonal inclusion X ⊂ X×X we have the tensor product
as a bilinear operation

K(X,Y )×K(X,Y ′)−→K(X,Y ∪ Y ′).

5. Consider a complex n–dimensional vector bundle ξ over the base X and let
p : E−→X be the projection of the total space E onto the base X. Consider
the space E as a new base space and a complex of vector bundles

0−→Λ0η
d0−→Λ1η

d1−→Λ2η
d2−→ . . .

dn−1−→Λnη−→0, (3.11)

where η = p∗ξ is inverse image of the bundle ξ and the homomorphism

dk : Λkη−→Λk+1η

is defined as the exterior multiplication by the vector y ∈ E, y ∈ ξx, x = p(y).
It is known that if the vector y ∈ ξx is nonzero, y 6= 0, then the complex (3.11) is
exact. Consider the subspace D(ξ) ⊂ E which consists of all vectors y ∈ E such
that |y| ≤ 1. Then the subspace S(ξ) ⊂ D(ξ) of all unit vectors gives the pair
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(Dξ), S(ξ)) for which the complex (3.11) is exact on S(ξ). Denote the element
defined by (3.11) by β(ξ) ∈ K0(D(ξ), S(ξ)). Then one has homomorphism
given by multiplication by the element β(ξ)

β : K(X)−→K0 (D(ξ), S(ξ)) . (3.12)

The homomorphism (3.12) is called the Bott homomorphism. In next section
we shall prove that the Bott homomorphism is an isomorphism.

6. There is a simple way to shorten the bundle complex (3.2). Without loss
of generality we may assume that n = 2m. Put

η0 = ξ1 ⊕ ξ3 ⊕ . . . =
m⊕

k=1

ξ2k−1,

η1 = ξ2 ⊕ ξ4 ⊕ . . . =
m⊕

k=1

ξ2k,

D =

∥∥∥∥∥∥∥∥∥∥∥

d1 d∗2 0 · · · 0
0 d3 d∗4 · · · 0
0 0 d5 · · · 0

· · ·
0 0 0 · · · d∗2m−2

0 0 0 · · · d2m−1

∥∥∥∥∥∥∥∥∥∥∥

.

First of all notice that there is a sequence

· · · −→η0 D0−→η1 D1−→η0 D0−→· · · ,

where

D0 =

∥∥∥∥∥∥∥

d1 0 · · · 0
0 d3 · · · 0

· · ·
0 0 · · · d2m−1

∥∥∥∥∥∥∥
, D1 =

∥∥∥∥∥∥∥

0 0 · · · 0 0
d2 0 · · · 0 0

· · ·
0 0 · · · d2m−2 0

∥∥∥∥∥∥∥
.

This sequence is exact over Y . On the other hand, D = D0 +D∗1 . Hence D is
isomorphism over Y .



Geometric constructions of bundles 147

7. Using the previous construction we can define the tensor product of two
triples

0−→ξ1 d−→ξ2−→0, 0−→η1 d′−→η2−→0

as a triple

0−→(ξ1 ⊗ η1)⊕ (ξ2 ⊗ η2) D−→(ξ1 ⊗ η2)⊕ (ξ2 ⊗ η1)−→0,

where

D =
∥∥∥∥
d⊗ 1 −1⊗ d′∗
1⊗ d′ d∗ ⊗ 1

∥∥∥∥ .

3.2 BOTT PERIODICITY

Consider the Bott element β = β(1) ∈ K0
(
S2

)
which was defined in the section

3.1. The two natural projections fromX×S2 to the factorsX and S2 generate a
natural homomorphisms from K(X) and K (S∗) to the ring K (X × S∗). Then
since K

(
S2

) ∼ Z[β]/{β2 = 0}, there is a homomorphism

h : K(X)[t]/{t2 = 0}−→K (
X × S2

)
, (3.13)

defined by the formula
h(xt+ y) = xβ + y.

Theorem 27 (Bott periodicity) The homomorphism (3.13) is an isomor-
phism.

Proof.

We need to construct an inverse homomorphism to (3.13). Consider the pair(
X × S2, X × {s0}

)
, where s0 is a fixed point. From the exact sequence in

K–theory:

K
(
S

(
X × S2

)) Si∗−→K(SX) δ−→K (
X × S2, X × {s0}

) j∗−→K (
X × S2

) i∗−→K(X)

we see that δ is trivial since i∗ and Si∗ are epimorphisms. Hence the homomor-
phism h sends the element ty ∈ K(X)[t]/{t2 = 0} to K

(
X × S2, X × {s0}

)
.

Denote the restriction of this homomorphism by h̃:

h̃ : K(X)−→K (
X × S2, X × {s0}

)
. (3.14)
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h̃(y) = βy, y ∈ K(X).

The pair
(
X × S2, X × {s0}

)
is equivalent to the pair

(
X ×D2, X × S1

)
. Hence

each element of the group K0
(
X ×D2, X × S1

)
is represented by a triple

(ξ1, d, ξ2) where d is an isomorphism over X × S1. Moreover, we can assume
that both vector bundles ξ1 and ξ2 are trivial. Thus the isomorphism d is a
continuous function

d : X × S1−→U(n)

for sufficiently large n. Equivalent triples can be obtained by using the two
operations: stabilization of dimension generated by inclusion U(n) ⊂ U(n+n′)
and homotopies of d in the class of continuous mappings X ×S1−→GL(C, n).

Thus we have a continuous mapping

d(x, z) ∈ U(n), x ∈ X, z ∈ S1 ⊂ C, |z| = 1.

The first step

We produce a smooth ε–approximation of the function d(x, z), for example, by
the formula

d1(x, z) =
q

2ε

ϕ+ε∫

ϕ−ε
d(x, eiϕ)dϕ.

The second step

Consider the Fourier series:

d1(x, z) =
∞∑

k=−∞
ak(x)zk, (3.15)

where

ak(x) =
1
2π

2π∫

0

d1(x, e−ikϕ)dϕ.

The series (3.15) converges uniformly with respect to the variables x and z and
equipotentially in the class of continuous functions d1(x, z) ∈ U(n).



Geometric constructions of bundles 149

The third step

Restrict to a finite part of the Fourier series:

fN (x, z) =
N∑

k=−N
ak(x)zk.

The number N can be chosen sufficiently large so that

fN (x, z) ∈ GL(C, n).

The fourth step

Put
pN (x, z) = zNfN (x, z).

The fifth step

Let

pN (x, z) =
2N∑

k=0

bk(x)zk ∈ GL(C, n).

Put

LN (p)(x, z) =

∥∥∥∥∥∥∥∥∥∥

b0(x) b1(x) . . . bN−1(x) bN (x)
−z 1 . . . 0 0
0 −z . . . 0 0
...

...
...

...
0 0 . . . −z 1

∥∥∥∥∥∥∥∥∥∥

∈ GL(C, nN). (3.16)

The sixth step

The function (3.16) is linear with respect to the variable z,

LN (p)(x, z) = A(x)z +B(x) ∈ GL(C, nN).

Hence there is a projection

Q(x) : CnN−→CnN



150 Chapter 3

which commutes with LN (p)(x, z) and satisfies the following condition: the
space CnN is split into two summands

CnN = V+(x)⊕ V−(x)

such that the operator LN (p)(x, z) is an isomorphism on V+(x) when |z| ≥ 1
and is an isomorphism on V−(x) when |z| ≤ 1.

The seventh and final step

The family of V+(x) induces a vector subbundle of the trivial bundle X×CnN .
Put

νN (d) =
(
[V+(x)]− nN)

. (3.17)

We need to prove that the definition (3.17) gives the homomorphism inverse to
(3.14).

3.3 PERIODIC K–THEORY

Using the Bott periodicity we can define the groups Kn(X,Y ) for any integer
n, negative or positive. First of all notice that the direct sum

⊕
n≤0

Kn(X,Y )

can be given a ring structure. In fact,

K−n(X,Y ) = K0
(
X ×Dn,

(
(Y ×Dn) ∪ (X × Sn−1)

))
.

Hence the operation of tensor product considered in the example 3.1 of the
section 3.1 gives the following pairing

K−n(X,Y )×K−m(X ′, Y ′) =

= K0
(
X ×Dn,

(
(Y ×Dn) ∪ (X × Sn−1)

))×
×K0

(
X ′ ×Dm,

(
(Y ′ ×Dm) ∪ (X ′ × Sm−1)

))−→
−→ K0(X ×X ′ ×Dn ×Dm, (X × Y ′ ×Dn ×Dm) ∪

∪(X ×X ′ ×Dn × Sm−1) ∪
∪(Y ×X ′ ×Dn ×Dm) ∪ (X ×X ′ × Sn−1 ×Dm)) =

= K0(X ×X ′ ×Dn ×Dm, (((X × Y ′) ∪ (Y ×X ′))×Dn ×Dm) ∪



Geometric constructions of bundles 151

∪(X ×X ′ ×Dn × Sm−1) ∪ (X ×X ′ × Sn−1 ×Dm)) =
= K0(X ×X ′ ×Dn+m,

((Y ×X ′) ∪ (X × Y ′)×Dn+m) ∪ (X ×X ′ × Sn+m−1)) =

= K−(n+m)(X ×X ′, (X × Y ′) ∪ (Y ×X ′)).

In particular, when X = X ′ and Y = Y ′ it gives the usual inner multiplication

K−n(X,Y )×K−m(X,Y )−→K−(n+m)(X,Y ).

When X ′ = S0, Y ′ = {s0}, where S0 is a 0–dimensional sphere, we have the
pairing

K−n(X,Y )×K−m(S0, s0)−→
−→K−(n+m)(X × S0, (X × s0) ∪ (Y × S0)) =
= K−(n+m)(X,Y ).

The Bott element β ∈ K0(S2, s0) = K−2(S0, s0) = Z generates a homomor-
phism h̃:

K−n(X,Y )
⊗β−→K−(n+2)(X,Y ) (3.18)

by the Bott periodicity isomorphism. This formula (3.18) justifies the term
‘Bott periodicity’.

Thus, via the isomorphism (3.18), the groups Kn(X,Y ) can be indexed by
the integers modulo 2. Then the exact sequence for the pair (X,Y ) has the
following form :

. . . −→K0(X,Y )−→K0(X,x0)−→K0(Y, x0)−→
−→K1(X,Y )−→K1(X,x0)−→K1(Y, x0)−→
−→K0(X,Y )−→ . . . (3.19)

Let
K∗(X,Y ) = K0(X,Y )⊕K1(X,Y ).

Then the sequence (3.19) can be written as

. . . −→K∗(X,Y )
j∗−→K∗(X,x0)

i∗−→K∗(Y, x0)
∂−→

∂−→K∗(X,Y )
j∗−→K∗(X,x0)

i∗−→K∗(Y, x0)
∂−→

∂−→K∗(X,Y )−→ . . .
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where i∗ and j∗ are ring homomorphisms and ∂ is an operator of degree 1.

Consider the Chern character defined in the section 2.6. It can be represented
as a ring homomorphism of graded rings

ch : K∗(X,Y )−→H∗∗(X,Y ; Q),

where H∗∗(X,Y ; Q) is considered as a Z2–graded ring by decomposition into
a direct sum of the even and odd dimensional cohomology.

Theorem 28 The homomorphism

ch : K∗(X,Y )⊗Q−→H∗∗(X,Y ; Q)

is an isomorphism for any finite cellular pair (X,Y ).

Proof.

The proof is based on the Five Lemma and uses induction on the number of
cells. The initial step consists of checking that the homomorphism

ch : K∗(Dn,Sn−1)⊗Q−→H∗∗(Dn,Sn−1; Q)

is an isomorphism.

Let n = 2. Then the
K0(D2,S1) ∼ Z

with generator
β = [ξ]− 1,

where ξ is the Hopf bundle. Then

ch β = ch ξ − 1 = ec1 − 1,

where
c1 ∈ H2(S2, s0; Q)

is the integer generator. Hence the homomorphism

ch : K0(D2,S1)⊗Q−→H2(D2,S1; Q)

is an isomorphism. For the odd case, one has

K1(D2,S1) = Hodd(D2,S1) = 0.

Thus we have proved initial step. This finishes the proof of theorem.
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Corollary 5 For any element x ∈ H2k(X) there is a bundle ξ and a number
λ such that

ch ξ = dim ξ + λx+ terms of higher dimension.

3.4 LINEAR REPRESENTATIONS AND
BUNDLES

Consider a linear representation of a group G on a (complex) n–dimensional
vector space

ρ : G−→GL(n,C).

If ξ is a principal G–bundle over a base space X with transition functions

ϕαβ : Uαβ−→G
then using the new transition functions

ψαβ = ρ ◦ ϕαβ : Uαβ−→GL(n,R)

we obtains a new vector bundle ξρ.

We apply this construction to the universal principal G–bundle ξG over the
classifying space BG. Denote by R(G) the group of virtual finite dimensional
representations of the group G. It is clear that the group R(G) is a ring with
respect to tensor product of representations. By the previous construction there
is a ring homomorphism

b : R(G)−→K(BG). (3.20)

Interest in the homomorphism (3.20) comes from the fact that it has applica-
tions to a number of different problems. The virtual bundle b(ρ) = [ξρG] is an
invariant of the virtual representation ρ. This bundle can be used to interpret
algebraic properties of the representation ρ in homotopy terms.

Let G = U(n). Then elements of the group K(BU(n)) correspond to coho-
mology operations in K–theory. If an element α belongs to the image of (3.20)
then the corresponding cohomology operation is determined by a linear rep-
resentation of the structure group U(n). In particular, it could be interest to
know if the homomorphism (3.20) is an epimorphism or to describe the image
of (3.20).
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Consider some simple examples.

The group G = S1.

Each linear complex representation of the group S1 = U(1) can be split into a
direct sum of one–dimensional representations which in turn are described by
the following formula

ρk(z) = zk,

where z ∈ G = S1 is a complex number with unit modulus. So the irreducible
representations are parametrized by the integers. It is clear that

ρk ⊗ ρs = ρk+s.

Hence the ring R(S1) is generated by two elements ρ1 and ρ−1 with the unique
relation ρ1ρ−1 = 1. Thus,

R(S1) = Z[ρ1, ρ−1]/{ρ1ρ−1 = 1},
the so called ring of Laurent polynomials.

On the other hand, the classifying space BG is homeomorphic to the direct
limit

BG = lim
n−→∞

CPn = CP∞.

The representation ρ1 is the identity representation. Hence

b(ρ1) = ξ1

and
b(ρk) = ξ1 ⊗ . . .⊗ ξ1︸ ︷︷ ︸

k times
for k ≥ 0. Notice that the representation ρ−1 is the complex conjugate of ρ1

since z−1 − z̄ for |z| = 1. Hence

b(ρ−k) = ξ̄1 ⊗ . . .⊗ ξ̄1︸ ︷︷ ︸
k times

Thus

Theorem 29 The image of the homomorphism

b : R(S1)⊗Q−→K(BS1)⊗Q,

where K(BS1)⊗Q is the completion with respect to the topology generated by
the ideal of zero dimensional virtual bundles.
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Proof.

Consider the homomorphism

R(S1) b−→K(BS1) ch−→H∗∗(BS1; Q)

After tensoring with Q we have

R(S1)⊗Q b−→K(BS1)⊗Q ch−→H∗∗(BS1; Q) (3.21)

The group K(BS1) is defined to be the inverse limit

K(BS1) = lim
←−

K(CPn).

Since
H∗∗(BS1; Q) = lim

←−
H∗∗(CPn; Q),

using theorem 28 we have that the homomorphism ch in (3.21) is a topological
isomorphism. On the other hand, for u = ρ1 − 1,

ch b(u) = a+
a2

2
+ · · ·+ ak

k!
+ · · · .

Hence this element can serve as a generator in the ring of formal seriesH∗∗(BS1; Q).

Consider the ideal of zero–dimensional virtual representations in R(G). The
corresponding topology generates the completion R̂(G) of the ring R(G). It is
easy to prove that homomorphism

b : ̂R(S1)⊗Q−→K(BS1)⊗Q

is an isomorphism.

The group G = Z.

The classifying space BZ can be taken to be homeomorphic to the circle S1 and
K(S1) = Z. Hence linear representations of the group Z are not distinguished
by the homomorphism b.

The group G = Z× Z.

In this case the classifying space can be taken to be homeomorphic to T 2 =
S1 × S1. The group K(T 2) can be calculated using the exact sequence of the
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pair (T 2,S1 ∨ S1). Finally,

K0(T 2, s0) = Z,

K1(T 2, s0) = Z⊕ Z.

Each irreducible representation ρ of the commutative group Z × Z is one–
dimensional and homotopic to the trivial representation. Thus b(ρ) is trivial.

The group G = Zn and the case of a family of
representations.

The case of G = Zn is similar to the case of G = Z2. But one can obtain a
nontrivial result by considering a continuous family of representations. Namely,
let ρy, y ∈ Y be a continuous family of representations. Let ξG be the universal
principal G–bundle over X = BG with the transition functions ϕαβ . We can
consider the same transition functions over the base X × Y by taking them
independent of the argument y ∈ Y . The compositions ψαβ = ρy ◦ϕαβ depend
on both arguments x ∈ X, y ∈ Y . The latter defines a vector bundle ξρG over
the base X × Y . Then in spite of the fact that the restriction of vector bundle
ξ
ρy0
G over each X × y0 may be trivial the whole vector bundle ξρG over X × Y

may be nontrivial.

For example, consider as the space Y , the character group of the group G,

Y = G∗,

and consider as representation ρy the corresponding character of the group G,

ρy : G−→S1 = U(1).

When G = Zn =
⊕
Gj , Gj = Z,

G∗ = Tn and BG = Tn.

Then
X × Y = BG×G∗ = Tn × Tn.

Theorem 30 Let ρ be the family of all characters of the group G = Zn. Then

c1(ξ
ρ
G) = x1y1 + . . .+ xnyn

where xk ∈ H1(BG; Z), yk ∈ H1(G∗; Z) are corresponding generators.
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Proof.

The two dimensional cohomology of the space X×Y is generated by monomials
of degree 2 in the variables xk, yk. Hence

c1(ξ
ρ
G) =

∑
λijxiyj +

∑
µijxixj +

∑
νijyiyj

for some integers λij , µij , νij . It is clear that the second and the third sums
are trivial by considering the characteristic classes of restrictions of the bundles
over the factors. The coefficients λij can be interpreted as characteristic classes
of restrictions to the subspaces BGi × G∗j Therefore, it is clear that λij = 0
when i 6= j. Hence the proof reduces to the case where G = Z. In this case
X = S1 and Y = S1. There is an atlas consisting of two charts: the upper
and lower semicircles, U1 and U2. The intersection U12 = U1 ∩ U2 consists of
two points: {1,−1}. The principal bundle ξG has one transition function ϕ12

where
ϕ12(1) = 0 ∈ Z, ϕ12(−1) = 1 ∈ Z.

Let y ∈ Y = S1 be a character of the group G = Z. Then the corresponding
transition function ψ12 = ρy ◦ ϕ12 is defined by the formula

ψ12(1, y) = 1, ψ12(−1, y) = y.

It is easy to see that the bundle ξρG is trivial over the wedge of a parallel and a
meridian S1 ∨S1 and on the quotient space T 2/(S1 ∨S1) = S2 it is isomorphic
to the Hopf bundle. Hence

c1(ξ
ρ
G) = xy ∈ H2(T 2; Z).

3.5 EQUIVARIANT BUNDLES

Let G be a compact Lie group. A G–space X is a topological space X with
continuous action of the group G on it. The map f : X−→Y is said to be
equivariant if

f(gx) = gf(x), g ∈ G.
Similarly, if f is a locally trivial bundle and also equivariant then f is called an
equivariant locally trivial bundle. An equivariant vector bundle is defined sim-
ilarly. The theory of equivariant vector bundles is very similar to the classical
theory. In particular, equivariant vector bundles admit the operations of direct
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sum and tensor product. In certain simple cases the description of equivariant
vector bundles is reduced to the description of the usual vector bundles.

Consider first the case where the action of the group G is free, then the natural
projection π onto the orbit space Y = X/G gives a locally trivial bundle.

Theorem 31 The family of G-equivariant vector bundles over a space X with
a free action of a group G is in one–to–one correspondence with the family of
vector bundles over the orbit space Y = X/G. This correspondence is given by
the projection π:

η−→π∗η
with the natural action of the group G on the total space of vector bundle ψ.

Proof.

In fact, in the total space of the bundle π∗(η), there is natural action of the
group G. By definition the charts of the bundle π∗(η) are inverse images of the
charts U on Y . Then

π−1(U) ∼ U ×G
with a left action along the second summand. The corresponding trivialization
of the vector bundle π∗(η) is homeomorphic to U ×G×F where F is the fiber.
Then, by definition, the action of the group G on the total space is the left
action along the second summand.

Conversely, let ξ−→X be arbitrary G-equivariant vector bundle with a free G
action. Consider a small chart U ⊂ Y and put V = π−1(U) = U × G. For U
sufficiently small that the restriction of ξ to U × g0 is trivial

ξU×g0 ∼ U × g0 × F.

Then the restriction of the bundle ξU×G also is trivial:

U × g0 ×G× F −→ ξU×G,

(u, g0, g, f)−→g(u, g0, f).

It is clear that the transition functions do not depend on the argument g ∈ G.

The second case occurs when the group G acts trivially on X.
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Theorem 32 Suppose the group G acts trivially on the base X. Then for
each G–equivariant vector bundle x there exist irreducible representations of
the group G in vector spaces Vi and vector bundles ξi such that

ξ =
⊕

i

(ξi ⊗ Vi)

with the natural action of the group G on the second factors.

Proof.

The action of the group G preserves each fiber and acts there as a linear repre-
sentation. Hence this representation can be split into a direct sum of irreducible
representations. This means that the fiber ξx gives a direct sum

ξx = ⊕i(ξx,i ⊗ Vi). (3.22)

Assume that locally the presentation (3.22) does not depend on the point x,
that is, in some small neighborhood Uα we have

ξ|Uα
= ξx0 × Uα = [⊕i(ξx0,i ⊗ Vi)]× Uα. (3.23)

Then using Schur’s lemma the equivariant transition function ψαβ decomposes
into a direct sum

ψαβ = ⊕i(ψαβ,i ⊗ Vi).
The functions ψαβ,i define transition functions for some vector bundles ξi. Thus

ξ = ⊕i(ξi ⊗ Vi).

Our problem is to prove the decomposition (3.23). We give here an elegant
proof due to M.F. Atiyah. Consider a G–equivariant vector bundle E−→X
with the trivial action on the base X. Denote by EG the set of fixed points.
Then EG−→X also is a locally trivial vector bundle. To prove this it is sufficient
to construct a fiberwise projection P onto the set of fixed points. Put

P (v) =
∫

G

g(v)dµ(g)

where dµ(g) is the Haar measure on the compact group G. It is clear that P
is a projection since

P (P (v)) =
∫

G

h(P (v))dµ(h) =
∫ ∫

G×G

hg(v)dµ(h)dµ(g) =
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=
∫ ∫

G×G

g′(v)dµ(g′)dµ(h′) =
∫

G

g′(v)dµ(g′) ·
∫

G

dµ(h′) =

=
∫

G

g′(v)dµ(g′) = P (v).

On the other hand,
g(P (v)) = P (v),

and if g(v) = v then P (v) = v. Hence the image of P coincides with EG. Using
Theorem 7 it can be shown that EG is a locally trivial bundle.

Consider the bundle HOM (ξ1, ξ2) (for the definition see section 1.3) . If both
bundles ξ1 and ξ2 are G–equivariant then the bundle HOM (ξ1, ξ2) also is
G–equivariant with the action defined as follows:

ϕ−→gϕg−1.

Then the fixed point set HOM G(ξ1, ξ2) gives a locally trivial bundle. Now
we can construct the bundles ξi mentioned above. Let Vi be an irreducible G–
vector space and Vi be the corresponding trivial G–equivariant vector bundle.
Put

ξi = HOM G(Vi, ξ).

Then there is an isomorphism

α : ⊕i
(
Vi ⊗HOM G(Vi, ξ)

)−→ξ
defined on each summand by formula

α(x, ϕ) = ϕ(x), x ∈ Vi. (3.24)

The mapping (3.24) is equivariant. To prove that (3.24) is an isomorphism it
is sufficient to check it on each fiber. Here it follows from Schur’s lemma.

3.6 RELATIONS BETWEEN COMPLEX,
SYMPLECTIC AND REAL BUNDLES

The category of G– equivariant vector bundles is good place to give consistent
descriptions of three different structures on vector bundles — complex, real and
symplectic.
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Consider the group G = Z2 and a complex vector bundle ξ over the G–space
X. This means that the group G acts on the space X. Let E be the total space
of the bundle ξ and let

p : E−→X
be the projection in the definition of the vector bundle ξ. Let G act on the total
space E as a fiberwise operator which is linear over the reals and anticomplex
over complex numbers, that is, if τ ∈ G = Z2 is the generator then

τ(λx) = λ̄τ(x), λ ∈ C, x ∈ E. (3.25)

A vector bundle ξ with the action of the group G satisfying the condition (3.25)
is called a KR–bundle . The operator τ is called the anticomplex involution.
The corresponding Grothendieck group of KR–bundles is denoted by KR(X).

Below we describe some of the relations with classical real and complex vector
bundles.

Proposition 10 Suppose that the G–space X has the form X = Y ×Z2 and the
involution τ transposes the second factor. Then the group KR(X) is naturally
isomorphic to the group KU (Y ) and this isomorphism coincides with restriction
of a vector bundle to the summand Y ×{1}, 1 ∈ G = Z2, ignoring the involution
τ .

Proof.

The complex bundle ξ over X consists of a union of two bundles: ξ1 — restric-
tion of ξ on Y ×{1} and ξτ — restriction of ξ on Y ×{τ}. Since τ interchanges
the two summands — Y × {1} and Y × {τ}, the involution τ gives an isomor-
phism

τ : ξ1−→ξτ
which is anticomplex. Hence

ξτ = τ∗(ξ1).

Hence given a complex vector bundle ξ1 over Y × {1}, then we can take the
same vector bundle over Y × {τ} with the conjugate complex structure. Then
the identity involution τ is anticomplex and induces a KR– bundle over X.

Proposition 11 Suppose the involution τ on X is trivial. Then

KR(X) ≈ KO(X). (3.26)
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The isomorphism (3.26) associates to any KR–bundle the fixed points of the
involution τ .

Proposition 12 The operation of forgetting the involution induces a homo-
morphism

KR(X)−→KU (X)

and when the involution is trivial on the base X this homomorphism coincides
with complexification

c : KO(X)−→KU (X).

Similar to the realification of vector bundles, we can construct, for any base X
with involution τ , a homomorphism

KU (X)−→KR(X) (3.27)

which coincides with realification

r : KU (X)−→KO(X),

when the involution on the base X is trivial. The homomorphism (3.27) asso-
ciates to any complex vector bundle ξ over X the bundle η = ξ ⊕ τ∗(ξ̄) with
an involution which transposes the summands.

As for complex vector bundles the operation of tensor product can be defined
for KR–bundles making KR(X) into a ring. The extension of the groups
KR(X) to a cohomology theory is more interesting. An equivariant analogue
of suspension for Z2–spaces must be defined.

Definition 8 Denote by Dp,q the disc Dp+q with involution τ which changes
signs in the first p coordinates and denote by Sp,q the boundary of Dp,q. Then
the suspension of pair (X,Y ) with involution is given by the pair

Σp,q(X,Y ) = (X ×Dp,q, (X × Sp,q) ∪ (Y ×Dp,q))

Hence in a natural way we can define a bigraded KR–theory

KR−p,−q(X,Y ) = KR (Σp,q(X,Y )) , (3.28)

where KR(X,Y ) is defined as the kernel of the mapping

KR(X/Y )−→KR(pt).
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Clearly the bigraded functor (3.28) is invariant with respect to homotopy and
the following axiom holds: for any triple (X,Y, Z) we have the exact sequence

. . .−→KRp,q(X,Y )−→KRp,q(X,Z)−→KRp,q(Y, Z)−→ . . .

. . .−→KRp,q+1(X,Y )−→KRp,q+1(X,Z)−→KRp,q+1(Y, Z)−→ = ts

. . .−→KRp,0(X,Y )−→KRp,0(X,Z)−→KRp,0(Y, Z)

for any p ≤ 0. As in classical K–theory, the operation of tensor product extends
to a graded multiplication

KRp,q(X,Y )⊗KRp′,q′(X,Y ′)−→KRp+p′,q+q′(X,Y ∪ Y ′).

Moreover, the proof of Bott periodicity can be extended word by word to KR–
theory:

Theorem 33 There is an element β ∈ KR(D1,1, S1,1) = KR−1,−1(pt) such
that the homomorphism given by multiplication by β

β : KRp,q(X,Y )−→KRp−1,q−1(X.Y ) (3.29)

is an isomorphism.

The proof is completely similar to that of Theorem 27 with the observation
that all constructions are equivariant.

Further, the following facts are essential to our considerations.

Lemma 9 Let X be space with involution. Then there exist equivariant home-
omorphisms

1)X × S1,0 ×D0,1 ≈ X × S1,0 ×D1,0,

2)X × S2,0 ×D0,2 ≈ X × S2,0 ×D2,0,

3)X × S4,0 ×D0,4 ≈ X × S4,0 ×D4,0.

In all three cases, the homeomorphism

µ : X × Sp,0 ×D0,p−→X × Sp,0 ×Dp,0

is defined by the formula

µ(x, s, u) = (x, s, su), x ∈ X, s ∈ Sp,0, u ∈ D0,p,

where we identify Sp,0, Dp,0 and D0,p, respectively, with the unit sphere or unit
disk in the field of real, complex or quaternionic numbers, respectively.
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Thus we have the following isomorphisms:

KRp,q(X × S1,0) ≈ KRp−1,q+1(X × S1,0), (3.30)
KRp,q(X × S2,0) ≈ KRp−2,q+2(X × S2,0), (3.31)
KRp,q(X × S4,0) ≈ KRp−4,q+4(X × S4,0). (3.32)

In the case of (3.30) using the Bott periodicity (3.29)

KRp,q(X × S1,0) ≈ KRp,q+2(X × S1,0),

that is, the classical Bott periodicity for complex vector bundles.

The next step consists of the following theorem.

Theorem 34 There is an element α ∈ KR0,−8(pt) = KR(D0,8, S0,8) such
that the homomorphism given by multiplication by α

α : KRp,q(X,Y )−→KRp,q−8(X,Y )

is an isomorphism.

In the case of the trivial action of an involution on the base we get the classical
8–periodicity in the real K–theory.

It turns out that this scheme can be modified so that it includes another type
of K–theory – that of quaternionic vector bundles.

Let K be the(noncommutative) field of quaternions. As for real or complex
vector bundles we can consider locally trivial vector bundles with fiber Kn and
structure group GL(n,K), the so called quaternionic vector bundles. Each
quaternionic vector bundle can be considered as a complex vector bundle p :
E−→X with additional structure defined by a fiberwise anticomplex linear
operator J such that

J2 = −1, IJ + JI = 0,

where I is fiberwise multiplication by the imaginary unit.

More generally, let J be a fiberwise anticomplex linear operator which acts on
a complex vector bundles ξ and satisfies

J4 = 1, IJ + JI = 0. (3.33)
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Then the vector bundle ξ can be split into two summands ξ = ξ1 ⊕ ξ2 both
invariant under action of J , that is, J = J1 ⊕ J2 such that

J2
1 = 1, J2

2 = −1. (3.34)

Hence the vector bundle ξ1 is the complexification of a real vector bundle and
ξ2 is quaternionic vector bundle.

Consider a similar situation over a base X with an involution τ such that the
operator (3.33) commutes with τ . Such vector bundle will be called a KRS–
bundle .

Lemma 10 A KRS–bundle ξ is split into an equivariant direct sum ξ = ξ1⊕ξ2
such that J2 = 1 on ξ1 and J2 = −1 on ξ2.

Lemma 10 shows that the Grothendieck group KRS(X) generated by KRS–
bundles has a Z2–grading, that is,

KRS(X) = KRS0(X)⊕KRS1(X).

It is clear that KRS0(X) = KR(X). In the case when the involution τ acts
trivially, KRS1(X) = KQ(X), that is,

KRS(X) = KO(X)⊕KQ(X)

where KQ(X) is the group generated by quaternionic bundles.

The Z2–graded group KRS(X) has a multiplicative structure induced by the
tensor product of complex vector bundles. It is clear that the tensor product
preserves the action of involution τ on the base and action of the operator J on
the total space. Moreover, this action is compatible with the grading, that is, if
ξ1 ∈ KRSi(X), ξ2 ∈ KRSj(X) then ξ1 ⊗ ξ2 ∈ KRSi+j(X). As in KR–theory,
the groups KRSp,q(X,Y ) = KRSp,q0 (X,Y )⊕KRSp,q1 (X,Y ) may be defined:

KRS−p,−q(X,Y ) = KRS (Dp,q ×X, (Sp,q ×X) ∪ (Dp,q × Y )) ,

where
KRS(X,Y ) = Ker (KRS(X/Y )−→KRS(pt)) .

Bott periodicity generalizes: if β ∈ KR
(
D1,1, S1,1

)
= KRS−1,−1

0 (pt) is the
Bott element then



166 Chapter 3

Theorem 35 The homomorphism

β : KRSp,q(X,Y )−→KRSp−1,q−1(X,Y )

given by multiplication by the element β is an isomorphism.

As in Theorem 34 we have the following

Theorem 36 There is an element

γ ∈ KRS0,−4
1 (pt) = KRS1(D0,4, S0,4)

such that the homomorphism of given by multiplication by γ

γ : KRSp,q(X,Y )−→KRSp,q−4(X,Y )

or
γ : KRSp,q0 (X,Y )−→KRSp,q−4

1 (X,Y )

or
γ : KRSp,q1 (X,Y )−→KRSp,q−4

0 (X,Y )

are isomorphisms. Moreover,

γ2 = α ∈ KRS0,−8(pt) = KR0,−8(pt) = K−8
O (pt).

Theorem 36 says that γ ∈ K−4
Q (pt). In particular, we have the following

isomorphisms:

Kq
O(X) ≈ Kq−4

Q (X)

Kq
Q(X) ≈ Kq−4

O (X).
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A list of the groups KO and KQ are given in the figure 3.1.
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4
CALCULATION METHODS IN

K–THEORY

In this chapter we shall give some methods for describing the K–groups of var-
ious concrete spaces by reducing them to a description in terms of the usual
cohomology groups of spaces. The methods we discuss are spectral sequences,
cohomology operations and direct images. These methods cannot be used uni-
versally but they allow us to use certain geometric properties of our concrete
topological spaces and manifolds.

4.1 SPECTRAL SEQUENCES

Similar to classical cohomology theory, the spectral sequence for K–theory is
constructed using a filtration of a space X. The construction of the spectral
sequence described below can be applied not only to K–theory but to any
generalized cohomology theory. Thus let

X0 ⊂ X1 ⊂ . . . ⊂ XN = X (4.1)

be a increasing filtration of the space X. Put

D =
⊕
p,q

Dp,q =
⊕
p,q

Kp+q(Xp)

E =
⊕
p,q

Ep,q =
⊕
p,q

Kp+q(Xp, Xp−1). (4.2)

Consider the exact sequence of a pair (Xp, Xp−1):

. . . −→Kp−1+q(Xp−1)
∂−→Kp+q(Xp, Xp−1)

j∗−→
−→Kp+q(Xp)

i∗−→Kp+q(Xp−1)−→ . . . (4.3)

169
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After summation by all p and q, the sequences

. . .−→
⊕

Dp−1,q ∂−→
⊕

Ep,q
j∗−→

⊕
Dp,q i∗−→

⊕
Dp−1,q+1−→ . . . ,

can be written briefly as

. . .−→D ∂−→E j∗−→D i∗−→D ∂−→E−→ . . . , (4.4)

where the bigradings of the homomorphisms ∂, j∗, i∗ are as follows:

deg i∗ = (−1, 1)
deg j∗ = (0, 0)
deg ∂ = (1, 0).

The sequence (4.4) can be written as an exact triangle

D -i∗ D

@
@

@
@

@
@I

j∗

¡
¡

¡
¡

¡
¡ª

∂

E

(4.5)
Put

d = ∂j∗ : E−→E.
Then the bigrading of d is deg d = (1, 0) and it is clear that d2 = 0. Put

D1 = D,

E1 = E,

i1 = i∗,

j1 = j∗,

∂1 = ∂,

d1 = d.

Now put

D2 = i1(D1) ⊂ D1,

E2 = H(E1, d1).
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The grading of D2 is inherited from the grading as an image, that is,

D2 =
⊕

Dp,q
2 ,

Dp,q
2 = i1(D

p+1,q−1
1 ).

The grading of E2 is inherited from E1. Then we put

i2 = i1|D2 : D2−→D2,

∂2 = ∂1i
−1
1 ,

j2 = j1.

It is clear that i2, j2 and ∂2 are well defined. In fact, if x ∈ D2 then i1(x) ∈ D2.
If x ∈ D1 then x = i1(y) and

∂2(x) = [∂1(y)] ∈ H(E1, d1).

The latter inclusion follows from the identity

d1∂1(y) = ∂1j1∂1(y) = 0.

If i1(y) = 0, the exactness of the triangle (4.5) gives y = j1(x) and then

∂2(x) = [∂1j1(z)] = [d1(z)] = 0.

Hence ∂2 is well defined. Finally, if x ∈ E1, d1(x) = 0 then ∂1j1(x) = 0. Hence
j1(x) = i1(z) ∈ D2. If x = d1(y), x = ∂1j1(z) then j1(x) = j1∂1j1(z) = 0
Hence j2 is well defined. Thus there is a new exact triangle

D2 -i∗2 D2

@
@

@
@

@
@I

j∗2

¡
¡

¡
¡

¡
¡ª

∂2

E2

This triangle is said to be derived from the triangle (4.5).



172 Chapter 4

Repeating the process one can construct a series of exact triangles

Dn -i∗n Dn

@
@

@
@

@
@I

j∗n

¡
¡

¡
¡

¡
¡ª

∂n

En

The bigradings of homomorphisms in, jn, ∂n and dn = ∂njn are as follows:

deg in = (−1, 1),
deg jn = (0, 0),
deg ∂n = (n,−n+ 1),
deg dn = (n,−n+ 1).

The sequence
(En, dn) (4.6)

is called the spectral sequence in K–theory associated with a filtration (4.1).

Theorem 37 The spectral sequence (4.6) converges to the groups associated to
the group K∗(X) by the filtration (4.1).

Proof.

According to the definition (4.2), Ep,q1 = 0 for p > N . Hence for n > N ,

dn = 0,

that is,
Ep,qn = Ep,qn+1 = . . . = Ep,q∞ .

By definition, we have

Dp,q
n = Im

(
Kp+q(Xp+n)−→Kp+q(Xp)

)
.
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Hence for n > N ,

Dp,q
n = Im

(
Kp+q(X)−→Kp+q(Xp)

)
.

Hence the homomorphism in is an epimorphism. Thus we have the exact
sequence

0−→Ep,qn
jn−→Dp,q

n
in−→Dp−1,q+1

n −→0.

Hence

Ep,qn = Ker in =
= Ker

(
Kp+q(X)−→Kp+q(Xp−1)

)
/Ker

(
Kp+q(X)−→Kp+q(Xp)

)

Let p : Y−→X be a locally trivial bundle with fibre F . Then the fundamental
group π1(X,x0) acts on the fiber F in the sense that there is natural homo-
morphism

π1(X,x0)−→[F, F ], (4.7)

where [F, F ] is the family of homotopy equivalences of F . Then the homomor-
phism (4.7) induces an action of the group π1(X,x0) on the groups K∗(F ).

Theorem 38 Let p : Y−→X be a locally trivial bundle with fiber F and the
trivial action of π1(X,x0) on K–groups of the fiber. Then the spectral sequence
generated by filtration Yk = p−1([X]k), where [X]k is k–dimensional skeleton
of X, converges to the groups associated to K∗(Y ) and the second term has the
following form:

Ep,q2 = Hp (X,Kq(F )) .

Corollary 6 If the filtration of X is formed by the k–dimensional skeletons
then the corresponding spectral sequence converges to the groups associated to
K∗(X) and

Ep,q2 =
{
Hp(X;Z), for even q

0 for odd q. (4.8)

Proof.

The first term of the spectral sequence E1 is defined to be

Ep,q1 = Kp+q(Yp, Yp−1).
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Since the locally trivial bundle is trivial over each cell, the pair (Yp, Yp−1) has
the same K–groups as the union

⋃

j

(σpj × F, ∂σpj × F ),

that is,
Ep,q1 ≈

⊕

j

Kp,q(σpj × F, ∂σpj × F ) =
⊕

j

Kq(F ).

Hence, we can identify the term E1 with the cochain group

Ep,q1 = Cp (X;Kq(F )) (4.9)

with coefficients in the group Kq(F ). What we need to establish is that the dif-
ferential d1 coincides with the coboundary homomorphism in the chain groups
of the space X. This coincidence follows from the exact sequence (4.3). Notice
that the coincidence (4.9) only holds if the fundamental group of the base X
acts trivially in the K–groups of the fiber F . In general, the term E1 is iso-
morphic to the chain group with a local system of coefficients defined by the
action of the fundamental group π1(X,x0) in the group Kq(F ).

We say that the spectral sequence is multiplicative if all groups Es =
⊕
p,q
Ep,qs

are bigraded rings, the differentials ds are derivations, that is,

ds(xy) = (dsx)y + (−1)p+qx(dsy), x ∈ Ep+qs ,

and the homology of ds is isomorphic to Es+1 as a ring.

Theorem 39 The spectral sequence from Theorem 38 is multiplicative. The
isomorphism (4.8) is an isomorphism of rings. The ring structure of E∞ is
isomorphic to the ring structure of groups associated with the filtration gener-
ated by the skeletons of the base X.

We leave the proof of this theorem to the reader.

Examples

1. Let X = Sn. Then the E2 term of the spectral sequence is

Ep,q2 = Hp (Sn;Kq(∗)) =
{
Z for p = 0, n and for even q,
0 in other cases.

}
(see fig.4.1.)
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Figure 4.1

For a one point space all differentials are trivial. Hence

ds|Eo,q
s

= 0.

Thus all differentials for a sphere are trivial and E2 = E∞. Finally, we have
for even n,

K0(Sn) = Z⊕ Z, K1(Sn) = 0,

and for odd n,
K0(Sn) = Z, K1(Sn) = Z.

2. Let X = CPn. Then

E∗∗2 = H∗ (CPn;K∗(pt)) = Z[t]/{tn+1 = 0}.
Nontrivial terms Ep,q2 exist only when p+ q is even. Hence all differentials are
trivial and we have

E∗∗∞ = Z[t]/{tn+1 = 0}. (4.10)

Hence the additive structure of the group K(CPn) is the same as in the term
E∞. To show that the multiplicative structure of the group K∗(CPn) coincides
with (4.10), consider an element u ∈ K(CPn) which corresponds to the element
t ∈ E2,0

∞ . The element u should be trivial on the one dimensional skeleton of
CPn. Further, the element uk, k ≤ n is trivial on the (2k − 1)–dimensional
skeleton of CPn and corresponds to the element tk ∈ E2k,0

∞ . Consider the
element un+1 ∈ K(CPn). This element is trivial on the (2n+ 1)–dimensional
skeleton, that is, un+1 = 0. Hence

K∗(CPn) = Z[u]/{un+1 = 0}.
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It is easy to show that the element u can be chosen to be equal to [ξ]−1 where
ξ is the Hopf bundle.

3. Let us show that all differentials ds have finite order. To prove this consider
the Chern character

ch : K∗(X)−→H∗(X; Q). (4.11)

The homomorphism (4.11) defines a natural transformation of cohomology the-
ories and hence induces a homomorphism of spectral sequences generated by
K–theory and Z2–graded cohomology with rational coefficients induced by the
filtration with respect to skeletons of X:

ch : (Ep,qs , ds)−→(′Ep,qs ,′ds).

Since all differentials ′ds are trivial and ch ⊗QQ is an isomorphism, we have

ds ⊗Q = 0.

Thus the differential ds has finite order on each group Ep,qs .

For example, the differential

d2 : Ep,q2 −→Ep+2,q−1
s

can be written as

d2 : Hp (X; Kq(∗))−→Hn+2
(
X; Kk−1(∗)) .

Hence d2 = 0 and Ep,q2 = Ep,q3 . Thus the differential d3 has the form of a stable
cohomology operation:

d3 : Hp(X; Z)−→Hp+3(X; Z).

Therefore, d3 may take one of only two possible values: d3 = 0 or d3 = Sq3.
To check which possibility is realized it suffices to consider a special example
for the space X where the differential d3 can be calculated.

4. As in cohomology theory we can obtain a formula for the K–groups of a
Cartesian product X × Y . Assume firstly that the group K(Y ) has no torsion.
Let X1 ⊂ X be a subspace of X which differs from X in only one cell. Consider
the exact sequences for pairs (X,X1) and (X × Y,X1 × Y ):

K∗(X × Y,X1 × Y ) K∗(X × Y ) K∗(X1 × Y )

K∗(X,X1)⊗K∗(Y ) K∗(X)⊗K∗(Y ) K∗(X1)⊗K∗(Y )

? ? ?
f g h

- -. . . - - . . .

- -. . . - - . . .

(4.12)
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The upper row is exact since K∗(Y ) has no torsion. The vertical homomor-
phisms are defined by tensor multiplication. By Bott periodicity, the vertical
homomorphism f is an isomorphism. Hence using induction and the Five
Lemma for isomorphisms we get that g is an isomorphism.

Now let Y1 be a space such that K∗(Y1) has no torsion and suppose there is a
map

f : Y−→Y1

such that the homomorphism

f∗ : K∗(Y1)−→K∗(Y )

is an epimorphism. Then the exact sequence for the pair (Y1, Y ) has the form
of a free resolution

0−→K∗(Y1, Y )−→K∗(Y1)−→K∗(Y )−→0.

Consider the diagram

K∗(Y1 ×X,Y ×X) K∗(Y1 ×X) K∗(Y ×X)

K∗(Y1, Y )⊗K∗(X) K∗(Y1)⊗K∗(X) K∗(Y )⊗K∗(X)

? ? ?
f g h

- -. . . - - . . .β′ α′

- -β α. . . - - 0

We will show that the homomorphism f is a monomorphism. If f(x) = 0
then there exists y such that α(y) = x. Then α′(g(y)) = 0. So there exists
z such that g(y) = β′(z). Since h is an isomorphism, we have z = h(w) or
g(y) = gβ(w). Since g is also an isomorphism, y = β(w). Hence x = α(w) = 0.

Now let us show that h(Ker β) = Ker β′. It is clear that h(Ker β) ⊂ Ker β′.
If β′(x) = 0, x = h(y) then gβ(y) = β′h(y) = 0, that is, β(y) = 0 or y ∈ Ker β.
Hence there is an exact sequence

0−→K∗(Y )⊗K∗(X)−→K∗(Y ×X)−→Ker β−→0.

The group Ker β is denoted by tor (K∗(Y ),K∗(X)). So there is a Künneth
formula

0−→K∗(Y )⊗K∗(X)−→K∗(Y ×X)−→Tor (K∗(Y ),K∗(X))−→0.
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To complete the proof it remains for us to construct the space Y1. The space Y1

one should regard as a Cartesian product of complex Grassmannian manifolds
which classify finite families of generators of the group K∗(Y ). The cohomology
of the Grassmannian manifolds has no torsion. Thus the proof is complete.

5. The splitting principle. If a functorial relation holds for vector bundles
which split into a sum of one dimensional bundles then the same relation holds
for all vector bundles.

This principle is based on the following theorem

Theorem 40 For any vector bundle ξ over the base X there is a continuous
mapping f : Y−→X such that f∗(ξ) splits into a sum of one dimensional
bundles and the homomorphism

f∗ : K∗(X)−→K∗(Y )

is a monomorphism.

Proof.

Let p : E−→X give the vector bundle ξ. Denote by P (E) the space of all one
dimensional subspaces of fibers of the ξ. Let π : P (E)−→X be the natural
mapping. Then the inverse image π∗(ξ) split into sum π∗(ξ) = η ⊕ ζ where η
is the Hopf bundle over P (E). Hence dim ζ = dim ξ − 1. On the other hand,
the homomorphism

π∗ : K∗(X)−→K∗ (P (E))

is a monomorphism. In fact, consider the continuous mapping f : X−→BU(n)
and commutative diagram

X BU(n)

P (E) PEU(n)

? ?
-

-

(4.13)
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The diagram (4.13) induces a commutative diagram of spectral sequences

3Ep,qs
4Ep,qs

1Ep,qs
2Ep,qs

6 6

¾

¾

where

1Ep,qs = Hp
(
X,Kq(CPn−1)

)
,

2Ep,qs = Hp
(
BU(n),Kq(CPn−1)

)
,

3Ep,qs = Hp (X,Kq(pt)) ,
4Ep,qs = Hp (BU(n),Kq(pt)) .

In the spectral sequences 2E and 4E, all differentials are trivial. Hence the
differentials in 1E are induced by the differentials in 3E. Thus

1E∗,∗s = 3E∗,∗s ⊗K∗(CPn−1).

Hence the homomorphism
3E∗,∗∞ −→1E∗,∗∞

is a monomorphism. Therefore, π∗ is also a monomorphism. Now one can
complete the proof by induction with respect to the dimension of vector bundle
ξ.

4.2 OPERATIONS IN K–THEORY

By definition, a cohomology operation is a transformation

α : K∗(X)−→K∗(X)
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which is functorial, that is, for any continuous mapping f : X−→Y the following
diagram

K∗(X) K∗(Y )

K∗(X) K∗(Y )

? ?

α α

¾ f∗

¾ f∗

is commutative. In particular, if f : X−→BU(N), x = f∗(ξN ) then

α(x) = f∗(α(ξN )).

Here the element α(ξN ) ∈ K∗(BU(N)) may be an arbitrary element and it
completely defines the cohomology operation α. This definition is not quite
correct because the classifying space BU(N) is not a finite cellular complex.
Strictly speaking, we should consider the inverse sequence of the Grassmann
manifolds G(N + n,N), n−→∞ with natural inclusions

jn : G(N + n,N)−→G(N + n+ 1, N).

Then the cohomology operation α is defined as an inverse sequence of elements
αn ∈ K∗(G(N+n,N)) such that j∗n(αn+1) = αn. This means that the sequence
{αn} defines an element in the inverse limit

α ∈ lim←−
n
K∗(G(N + n,N)) = K∗(BU(N)). (4.14)

The expression (4.14) can be considered as a definition of the K–groups of an
infinite cellular spaces.

Let us continue the analysis of cohomology operations. Each cohomology op-
eration should be independent of trivial direct summands. This means that a
cohomology operation is a sequence of elements αN ∈ K∗(BU(N)) such that

αN+1(ξ ⊕ 1) = αN (ξ).

Then the natural mapping

kN : BU(N)−→BU(N + 1)

sends the element αN+1 to αN . This means that the sequence {αN} defines an
element

α ∈ lim←−
N

K∗ (BU(N)) .
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Let us put BU = lim−→
N

BU(N). Then we can show that

K∗(BU) = lim←−
N

K∗(BU(N)).

Definition 9 The Adams operation Ψk : K(X)−→K(X) is the operation char-
acterized by the following property

Ψk(ξ1 ⊕ . . . ξn) = ξk1 ⊕ . . . ξkn
for any one dimensional vector bundles ξj.

We show now that such an operation Ψk exists. Consider the symmetric poly-
nomial sk(t1, . . . , tn) = tk1 + . . .+ tkn. Then the polynomial sk can be expressed
as a polynomial

sk(t1, . . . , tn) = Pnk (σ1, . . . , σn).

The polynomial Pnk has integer coefficients and the σk are the elementary sym-
metric polynomials:

Pnk (σ1, . . . , σn) =
⊕

λkl1,l2,...,lnσ
l1
1 σ

l2
2 · · ·σlnn .

Then
Ψk(ξ) =

⊕
λkl1,l2,...,lnξ

l1 ⊗ (Λ2ξ)
l2 ⊗ . . .⊗ (Λnξ)

ln

It is easy to check that

Ψk (ξ1 ⊕ ξ2) = Ψk (ξ1) + Ψk (ξ2) .

Theorem 41 The Adams operations have the following properties:

1. Ψk(xy) = Ψk(x)Ψk(y);

2. ΨkΨl = Ψkl;

3. Ψp(x) ≡ xp( mod p) for prime p.

Proof.
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As was shown earlier, it is sufficient to check the identities on vector bundles
which can be split into one–dimensional summands. Let ξ = ξ1 ⊕ . . . ⊕ ξn,
η = η1 ⊕ . . .⊕ ηm and then

ξ ⊗ η
⊕

i,j

(ξi ⊗ ηj) .

Then we have

Ψk(ξ ⊗ η) =
⊕

i,j

(ξi ⊗ ηj)k =

=
⊕

i,j

(
ξki ⊗ ηkj

)
=

=

(⊕

i

ξki

)
⊗


⊕

j

ηkj


 =

= Ψk(ξ)Ψk(η).

Further,

ΨkΨl(ξ1 ⊕ . . .⊕ ξn) = Ψk(ξl1 ⊕ . . .⊕ ξln) =
= ξkl1 ⊕ . . .⊕ ξkln = Ψkl(ξ1 ⊕ . . .⊕ ξn).

Finally, if p is a prime integer then,

Ψp(ξ1 ⊕ . . .⊕ ξn) = ξp1 ⊕ . . .⊕ ξpn ≡
≡ (ξ1 ⊕ . . .⊕ ξn)p ( mod p) .

Examples

1. Consider the sphere S2n and the generator βn ∈ K0
(
S2n

)
. The element

βn is the image of the element

β ⊗ . . .⊗ β ∈ K0
(
S2 × . . .× S2

)

by the homomorphism induced by the continuous mapping

f : S2 × . . .× S2−→S2n

which contracts the (2n− 2)–dimensional skeleton to a point.
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Then
f∗Ψk (βn)Ψk (β ⊗ . . .⊗ β)

(
Ψkβ

)⊗ . . .⊗ (
Ψkβ

)
.

Now β = η − 1 where η is the Hopf bundle. Hence

Ψkβ = ηk − 1 = (1 + β)k − 1 = kβ.

Thus
f∗Ψkβn = kn (β ⊗ . . .⊗ β) knf∗(βn),

that is,
Ψkβn = knβn.

2. Division algebras.

Let V be a finite dimensional division algebra, that is, any x ∈ V , x 6= 0, has
a multiplicative inverse x−1 ∈ V . Denote by P (V 3) the set of all subspaces of
V 3 = V ⊕ V ⊕ V which are one dimensional V –modules. The space P (V 3) is
called the (2–dimensional) projective space over the algebra V . We know of
three cases of division algebras: the real and complex fields, and the skew field
of quaternions.

We can calculate the cohomology of the space P (V 3). Let n = 2m = dimV > 1
be even. There is a locally trivial bundle

S3n−1−→P (V 3)

with the fiber Sn−1. As for CPn (see 18), we can use the spectral sequence to
show that

H∗
(
P (V 3)

)
= Z[v]/{v3 = 0}, dim v = n.

Let us use the K–theory spectral sequence for the space P (V 3). We have

K∗
(
P (V 3)

)
= Z[u]/{u3 = 0}, u ∈ K0

(
P (V 3)

)
.

Moreover, the space P (V 3) is the union of the sphere Sn = P (V 2) and the
disk D2n glued on by a continuous mapping ϕ : ∂D2n = S2n−1−→Sn. In other
words, we have the pair

Sn ⊂ P (V 3)−→P (V 3)/Sn = S2n. (4.15)

The exact sequence for (4.15) has the following form

0−→K0
(
S2n

) j∗−→K0
(
P (V 3)

) i∗−→K0 (Sn)−→0.
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Let
a ∈ K0 (Sn) ; b ∈ K0

(
S2n

)

be generators and let
i∗(x) = a; j∗(b) = y.

Let y = αu + βu2. Then 0 = y2 = (αu + βu2)2α2u2. Hence α = 0. Let
x = γu + δu2. The elements (x, y) forms the basis in the group K0

(
P (V 3)

)
and so β = ±1; γ = ±1. By choosing a and b appropriately we can assume
that

x2 = y.

Now we can calculate the action of the Adams operations. Firstly,

j∗Ψk(x) = Ψk(a) = kma.

Hence
Ψk(x) = kmx+ λy

and
Ψk(y) = Ψkj∗(b) = j∗Ψk(b) = k2my.

Moreover,
Ψk(x) ≡ xk( mod k)

when k is prime. For example, when k = 2, the number λ must be odd; when
k = 3, the number λ is divisible by 3.

Consider the operation Ψ6 = Ψ2Ψ3 = Ψ3Ψ2. Then

Ψ2Ψ3(x) = Ψ2 (3mx+ µy) 6mx+
(
3mλ+ 22mµ

)
y,

Ψ3Ψ2(x) = Ψ3 (2mx+ λy) 6mx+
(
32mλ+ 2mµ

)
y,

or
2m (2m − 1)µ = 3m (3m − 1)λ,

where λ is odd. This means that the number (3m − 1) is divisible by 2m. Let
m = 2kl where l is odd. Then

3m − 1 =
(
32k

)l
− 1

(
32k − 1

) ((
32k

)l−1

+
(
32k

)l−2

+ . . .+ 1
)

The second factor has an odd number of summands and, therefore, it is odd.
Hence the number 32k − 1 is divisible by 2m and hence is divisible by 22k

. On
the other hand,

32k − 1 =
(
32k−1

+ 1
)(

32k−2
+ 1

)
· . . . · (3 + 1) (3− 1). (4.16)
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It is easy to see that the number 32k

+ 1 is divisible by 2 but not divisible by
4. Hence by the decomposition (4.16), the number 32k − 1 is divisible by 2k+2

but not divisible by 2k+3. Hence

2kl ≤ k + 2. (4.17)

For l = 1, the inequality (4.17) holds for k = 0, 1, 2. For l ≥ 3, (4.17) has
no solution. Hence division algebras exist only in dimensions n = 2, 4, 8. In
fact, in addition to the real, complex and quaternionic fields, there is another
8–dimensional (nonassociative ) algebra, the Cayley numbers. Even though the
algebra of the Cayley numbers is not associative, the projective space P (V 3)
can be defined.

It remains to consider an odd dimensional division algebra. But in this case,
we must have dimV = 1 since on an even dimensional sphere there are no
nonvanishing vector fields.

4.3 THE THOM ISOMORPHISM AND
DIRECT IMAGE

Consider a complex n–dimensional vector bundle

p : E−→X,

denoted by ξ. The total space E is not compact. Denote by ξE the one–point
compactification of E and call it the Thom space of the bundle ξ. This space
can be represented a quotient space D(ξ)/S(ξ) where D(ξ) is the subbundle
of unit balls and S(ξ) is subbundle of unit spheres. Then we say that the
group K0 (D(ξ)/S(ξ)) = Kc(E) is K–group with compact supports of this
noncompact space. This notation can be extended to suspensions. Hence there
is a bigraded group

K∗c (E) = K0
c (E)⊕K1

c (E).

Consider the element
β(ξ) ∈ K0 (D(ξ),S(ξ)) (4.18)

defined in the chapter 3 (3.11). Then the homomorphism given by multiplica-
tion (see (3.12 ))

β : K∗(X)−→K∗c (E)

is called the Thom homomorphism.
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Theorem 42 The Thom homomorphism is an isomorphism.

Proof.

Actually Theorem 42 is a consequence of the Bott periodicity Theorem 27. The
Bott periodicity theorem is a particular case of Theorem 42 when the bundle ξ
is trivial. To reduce Theorem 42 to the Bott periodicity theorem, it is sufficient
to consider a pair of base spaces (Y ⊂ X) such that X\Y has only one cell σ.
Then the vector bundle ξ is trivial over σ and also over ∂σ. Therefore, we can
apply Bott periodicity to the pair (X,Y ) to obtain:

β : K∗(X,Y )−→K∗c (E,E1),

where E1 = p−1(Y ). Consider the commutative diagram

K∗c (E,E1) K∗c (E) K∗c (E1)

K∗(X,Y ) K∗(X) K∗(Y )

? ? ?

β β β

- -. . . - - . . .

- -. . . - - . . .

By induction, two of the vertical homomorphisms are isomorphisms. Therefore,
applying the Five Lemma for isomorphisms, we have the proof of the theorem
42.

The Thom isomorphism β can be extended to noncompact bases as a isomor-
phism of K–groups with compact supports:

β : K∗c (X)−→K∗c (E).

The homomorphism β can be associated with the inclusion

i : X−→E
of the base X into the total space E as the zero section. Let us denote the
homomorphism β by i∗. Consider another vector bundle ψ over the base X.
Then there is a commutative diagram of vector bundles:

X E

E1 E2

? ?

6
η p−1(η) j

¾ -
ξ

i

¾
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where i and j are inclusions as zero sections.

Theorem 43 The inclusions i and j satisfy the following conditions:

1. (ji)∗ = j∗i∗,

2. i∗ (xi∗(y)) = i∗(x)y for any y ∈ K∗c (E) and x ∈ K∗c (X).

Proof.

Since y = i∗(z) = βz, we have

i∗ (xi∗(βz)) = βi∗(β)xz,
i∗(x)βz = β2xz.

Hence it is suffices to prove that

β2 = βi∗(β) (4.19)

and it is suffices to prove this last equality for the special case when the vector
bundle ξ is the one dimensional Hopf bundle η over CPn. Then the Thom
space ηCPn

is homeomorphic to CPn+1. In this case, the element β is equal to
η − 1. Let t ∈ H2 (CPn; Q) and α ∈ H2

(
CPn+1; Q

)
be generators. Passing

to cohomology via the Chern character in the formula (4.19), we get

(ch β)2 = (ch β) (ch i∗(β)) .

Therefore, we need to prove
(
α+

α2

2!
+ . . .+

αn+1

(n+ 1)!

)(
α+

α2

2!
+ . . .+

αn+1

(n+ 1)!

)
=

=
(
α+

α2

2!
+ . . .+

αn+1

(n+ 1)!

)(
t+

t2

2!
+ . . .+

tn

n!

)
. (4.20)

The equality (4.20) follows because

i∗(α) = t

αktl = αk+l.
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The Thom isomorphism makes the K–functor into a covariant functor (but
not with respect to all continuous mappings), but rather the K–functor can be
defined as a covariant functor on the category of smooth manifolds and smooth
mappings.

Theorem 44 For smooth mappings f : X−→Y of smooth manifolds, there is
a homomorphism

f∗ : Kc(TX)−→Kc(TY )

such that

1. (fg)∗ = f∗g∗,

2. f∗ (xf∗(y)) = f∗(x)y for any y ∈ K∗c (TY ) and x ∈ K∗c (TX).

Proof.

Let ϕ : X−→V be an inclusion into a Euclidean space of large dimension. Then
the mapping f splits into a composition

X
i−→Y × V p−→Y, (4.21)

where i(x) = (f(x), ϕ(x)) and p is the projection onto the first summand. Let
U ⊂ Y × V be a tubular neighborhood of submanifold i(X). The total space
of the tangent bundle TX is a noncompact manifold whose tangent bundle has
natural complex structure. Therefore, the inclusion

Ti : TX−→TU
is the inclusion as the zero section of the complexification of the normal bundle
of the inclusion i : X−→U . Let

j : TU−→TY × TV
be the identity inclusion of an open domain. Let

k : TY−→TY × TV
be the zero section inclusion.

Definition 10 Define

f∗(x)k−1
∗ j∗i∗(x), x ∈ Kc(TX),

where j∗ : K∗c (TU)−→K∗c (T (Y × V )) is a natural extension of the difference
construction from TU to T (Y × V ).
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It is clear that if dimV is sufficiently large then the definition 10 is independent
of the choice of the inclusion ϕ.

The property 1 of Theorem 44 follows from the following commutative diagram
of inclusions and projections:

X Y × V Y Z ×W Z

Z × V ×W

©©©©©©©*

¡
¡

¡¡µ HHHHHHHj

@
@

@@R

(gf, ϕ, ψf)

- - - -

(f, ϕ) (g, ψ)

Let us prove the property 2 of Theorem 44. If x ∈ K∗c (TX), y ∈ K∗c (TY ),
then

f∗ (xf∗(y)) = k−1
∗ j∗i∗ (x (i∗p∗y))

= k−1
∗ j∗ (i∗(x)p∗(y)) k−1

∗ ((j∗i∗(x)) p∗(y)) .

Since
k∗(a) = p∗(a)k∗(1),

it follows that
j∗i∗(x) = p∗

(
k−1
∗ j∗i∗(x)

)
k∗(1).

Hence
k−1
∗ (j∗i∗(x)p∗(y))

(
k−1
∗ j∗i∗(x)

)
y = f∗(x)y.

Remark

Theorem 44 can be generalized to the case of almost complex smooth manifolds,
that is, manifolds where the tangent bundle admits a complex structure. In
particular, Theorem 44 holds for complex analytic manifolds.

4.4 THE RIEMANN–ROCH THEOREM

The Thom isomorphism considered in the section 4.3 is similar to the Thom
isomorphism in cohomology. The latter is the operation of multiplication by the
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element ϕ(1) ∈ H2n
c (E; Z) where n = dim ξ is the dimension of the complex

vector bundle ξ with total space E.

It is natural to compare these two Thom isomorphisms. Consider the diagram

H∗(X; Q) H∗c (E; Q)

K∗(X) K∗c (E)

? ?
ch ch

-ϕ

-β

(4.22)

The diagram (4.22) is not, in general, commutative. In fact,

ch β(x) = ch (β ⊗ x) = ch βch x,
ϕch x = ϕ(1)ch x. (4.23)

Therefore, the left hand sides of (4.22) differ from each of other by the factor
T (ξ) = ϕ−1 (ch β):

ch β(x) = T (ξ)ϕ (ch (x))

The class T (ξ) is a characteristic class and, therefore, can be expressed in terms
of symmetric functions. Let ξ = ξ1⊕. . .⊕ξn be a splitting into one–dimensional
summands. Then it is clear that

β = β1 ⊗ . . .⊗ βn,
where the βk the Bott elements of the one dimensional vector bundles. Simi-
larly,

ϕ(1) = ϕ1(1) · . . . · ϕn(1),

where each ϕk : H∗(X; Z)−→H∗c (Ek; Z) is the Thom isomorphism for the
bundle ξk. Then

T (ξ) = ϕ−1(ch β) = ϕ−1
1 (ch β1) · . . . · ϕ−1

n (ch βn) = T (ξ1) · . . . · T (ξn).

Hence it is sufficient to calculate T (ξ) for a one dimensional vector bundle,
particularly for the Hopf bundle over CPn. Let t ∈ H2(CPn; Z) be the
generator. Then

T (ξ) = ϕ−1(ch β) =
et − 1
t

.
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Thus for an n–dimensional vector bundle ξ we have

T (ξ) =
n∏

k=1

etk − 1
tk

.

The class T (ξ) is a nonhomogeneous cohomology class which begins with 1.
The inverse class T−1(ξ) is called the Todd class of the vector bundle ξ.

Theorem 45 Let f : X−→Y be a smooth mapping of smooth manifolds. Then

ch f∗(x)T−1(TY ) = f∗
(
ch xT−1(TX)

)
, x ∈ K∗c (TX).

Proof.

Let
TX

i−→U j−→TY ×R2n p−→TY
be the decomposition induced by (4.21). Then

ch f∗(x) = ch k−1
∗ j∗i∗(x) =

= k−1
∗ ch j∗i∗(x) = k−1

∗ j∗ch i∗(x) =
= k−1
∗ j∗ (i∗ch (x)T (ξ)) = f∗ (ch (x)T (ξ)) ,

where ξ is the normal bundle to the inclusion i. Then up to a trivial summand
we have

ξ = −[TX] + f∗[TY ].

Therefore,
T (ξ) = T−1(TX)f∗T (TY )

and thus,

ch f∗(x) = f∗

(
f∗T (TY )
T (TX)

)
. (4.24)

Examples

1. Let X be a compact almost complex 2n–dimensional manifold, Y a one
point space, and f : X−→Y be the natural mapping. Then the direct image
in cohomology

f∗ : H∗(X; Z)−→H∗(pt) = Z
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maps the group H2n(X; Z) = Z isomorphically and the other cohomology
groups map to zero. In more detail, we have

f∗(x) = 〈x, [X]〉 ∈ Z.

Applying the formula (4.24) we get

F∗(1) ∈ K∗(pt) = Z.

Hence ch f∗(1) is an integer. Therefore, f∗
(
T−1(TX)

)
is also an integer. In

other words,
〈T−1(TX), [TX]〉 ∈ Z. (4.25)

This number is called the Todd genus .

The formula (4.25) gives an integer theorem for almost complex manifolds.
In general, the Todd genus is rational number, but in the case of an almost
complex manifolds the Todd genus is an integer.

2. Assume that the n–dimensional almost complex manifold F has Todd
genus 〈T−1(F ), [F ]〉 = 1. Consider a locally trivial bundle f : E−→X with
fiber F and structure group of the diffeomorphisms which preserve the almost
complex structure. Then

ch f∗(x) = f∗
(
ch xT−1(TF )

)
, x ∈ K∗c (E),

where TF means the complex bundle over E of tangent vectors to the fibers.
In the case n = 4 we have

ch f∗(1) = f∗
(
T−1(TF )

)
.

The direct image f∗ in cohomology decreases the dimension exactly by 2n.
Hence the zero–dimensional component of f∗

(
T−1(TF )

)
equals 1. Therefore,

f∗(1) starts with 1 and hence is invertible.

Corollary 7 The homomorphism

f∗ : K∗(X)−→K∗(E)

is a monomorphism onto a direct summand.

Now we can continue our study of the homomorphism (3.20)

b : R(G)−→K(BG).
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from the ring of virtual representations of the compact group G. Let T ⊂ G
be a maximal torus. Then there is the commutative diagram

R(T ) K(BT )

R(G) K(BG)

? ?

i1 i2

-b

-b

The lower horizontal homomorphism b becomes an isomorphism after com-
pletion of the rings. The homomorphism i1 becomes a monomorphism onto
the subring of virtual representations of the torus T which are invariant with
respect to action of the Weyl group of inner automorphisms. The homomor-
phism i2 also maps the group K(BG) into subring of K(BT ) of elements which
are invariant with respect to the action of the Weyl group. It is known that
the fiber of i2, G/T , admits an almost complex structure with unit Todd genus
(A.Borel, F.Hirzebruch [12]). Then Corollary 7 says that i2 is a monomorphism.
Hence the upper horizontal homomorphism b should be an isomorphism after
completion of the rings with respect to the topology induced by inclusion (see
M.F.Atiyah, F.Hirzebruch [11]).
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5
ELLIPTIC OPERATORS ON

SMOOTH MANIFOLDS AND
K–THEORY

In this chapter we describe some of the most fruitful applications of vector
bundles, namely, in elliptic operator theory. We study some of the geomet-
rical constructions which appear naturally in the analysis of differential and
pseudodifferential operators on smooth manifolds.

5.1 SYMBOLS OF
PSEUDODIFFERENTIAL
OPERATORS

Consider a linear differential operator A which acts on the space of smooth
functions of n real variables:

A : C∞(Rn)−→C∞(Rn).

The operator A is a finite linear combination of partial derivatives

A =
∑
α

aα(x)
∂|α|

∂xα
, (5.1)

where the α = (α1, . . . , αn) is multi-index, aα(x) are smooth functions and

∂|α|

∂xα
=

∂|α|
(∂x1)α1(∂x2)α2 . . . (∂xn)αn

,

|α| = α1 + . . .+ αn

195
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is the operator given by the partial derivatives.

The maximal value of |α| is called the order of the differential operator differ-
ential operator , so the formula (5.1) can be written

A =
∑

|α|≤m
aα(x)

∂|α|

∂xα
,

Let us introduce a new set of variables ξ = (ξ1, ξ2, . . . , ξn). Put

a(x, ξ) =
∑

|α|≤m
aα(x)ξαi|α|,

where ξα = ξα1
1 ξα2

2 · · · ξαn
n . The function a(x, ξ) is called the symbol of a

differential operator A. The operator A can be reconstructed from its symbol
by substitution of the operators 1

i
∂
∂xk for the variables ξk, that is,

A = a

(
x,

1
i

∂

∂x

)
.

Since the symbol is polynomial with respect to variables ξ, it can be split into
homogeneous summands

a(x, ξ) = am(x, ξ) + am−1(x, ξ) + . . .+ a0(x.ξ).

The highest term am(x, x) is called the principal symbol of the operator A
while whole symbol sometimes is called the full symbol . The reason for singling
out the principal symbol is as follows:

Proposition 13 Let

yk = yk
(
x1, . . . , xn

)
( or y = y(x))

be a smooth change of variables. Then in the new coordinate system the operator
B defined by the formula

(Bu)(y) = (Au (y(x)))x=x(y)

is again a differential operator of order m for which the principal symbol is

bm(y, η) = am

(
x(y), η

∂y(x(y))
∂x

)
. (5.2)
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The formula (5.2) shows that variables ξ change as a tensor of valency (0, 1),
that is, as components of a cotangent vector.

The concept of a differential operator exists on an arbitrary smooth manifold
M . The concept of a whole symbol is not well defined but the principal symbol
can be defined as a function on the total space of the cotangent bundle T ∗M .
It is clear that the differential operator A does not depend on the principal
symbol alone but only up to the addition of an operator of smaller order.

The notion of a differential operator can be generalized in various directions.
First of all notice that if

Fx−→ξ(u)(ξ) =
1

(2π)n/2

∫

Rn

e−i(x,ξ)u(x)dx

and
Fξ−→x(v)(x) =

1
(2π)n/2

∫

Rn

ei(x,ξ)v(ξ)dξ

are the direct and inverse Fourier transformations then

(Au) (x) = Fξ−→x (a(x, ξ) (Fx−→ξ(u)(ξ))) (5.3)

Hence we can enlarge the family of symbols to include some functions which
are not polinomials. Namely, suppose a function a defined on the cotangent
bundle T ∗M satisfies the condition

∣∣∣∣
∂|α|

∂ξα
∂|β|

∂xβ
a(x, ξ)

∣∣∣∣ ≤ Cα,β(1 + |ξ|)m−|α| (5.4)

for some constants Cα,β . Denote by S the Schwartz space of functions on Rn

which satisfy the condition
∣∣∣∣xβ

∂|α|

∂xα
u(x)

∣∣∣∣ ≤ Cα,β

for any multiindexes α and β. Then the operator A defined by formula (5.3) is
called a pseudodifferential operator of order m (more exactly, not greater than
m). The pseudodifferential operator A acts in the Schwartz space S.

This definition of a pseudodifferential operator can be extended to the Schwartz
space of functions on an arbitrary compact manifold M . Let {Uα} be an atlas
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of charts with a local coordinate system xα =
(
x1
α, . . . , x

n
α

)
. Without loss of

generality we can assume that the local coordinate system xα maps the chart Uα
onto the space Rn. Let ξα = (ξ1α, . . . , ξnα) be the corresponding components
of a cotangent vector. Let {ϕα} be a partition of unity subordinate to the atlas
of charts, that is,

0 ≤ ϕα(x) ≤ 1,
∑
α

ϕα(x) ≡ 1, Supp ϕα ⊂ Uα.

Finally, let ψα(x) be functions such that

Supp ψα ⊂ Uα, ϕα(x)ψα(x) ≡ ϕα(x).

Then we can define an operator A by the formula

A(u)(x) =
∑
α

ψα(x)Aα (ϕα(x)u(x)) , (5.5)

where Aα is a pseudodifferential operator on the chart Uα (which is diffeomor-
phic to Rn) with principal symbol

aα(xα, ξα) = a(x, ξ).

When the function a(x, ξ) is polynomial (of order m) the operator A defined by
formula (5.5) is a differential operator not depending on the choice of functions
ψα. In general, the operator A depends on the choice of functions ψα, ϕα and
the local coordinate system xα, uniquely up to the addition of a pseudodiffer-
ential operator of order strictly less than m.

The next useful generalization consists of a change from functions on the man-
ifold M to smooth sections of vector bundles. Let ξ1 and ξ2 be two vector
bundles over the manifold M . Consider a linear mapping

a : π∗(ξ1)−→π∗ξ2, (5.6)

where π : T ∗M−→M is the natural projection. Then in any local coordinate
system (xα, ξα) the mapping (5.6) defines a matrix valued function which we
require to satisfy the condition (5.4). Then the mapping (5.6) defines a pseu-
dodifferential operator

A = a(D) : Γ∞(ξ1)−→Γ∞(ξ2)

by formulas similar to (5.5), again uniquely up to the addition of a pseudodiffer-
ential operator of the order less than m. The crucial property of the definition
(5.5) is the following
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Proposition 14 Let

a : π∗(ξ1)−→π∗(ξ2), ; b : π∗(ξa)−→π∗(ξ3), ;

be two symbols of orders m1,m2. Let c = ba be the composition of the symbols.
Then the operator

b(D)a(D)− c(D) : Γ∞(ξ1)−→Γ∞(ξ3)

is a pseudodifferential operator of order m1 +m2 − 1.

Proposition 14 leads to a way of solving equations of the form

Au = f (5.7)

for certain pseudodifferential operators A. To find a solution of (5.7), it suf-
ficient to construct a left inverse operator B, that is, BA = 1. If B is the
pseudodifferential operator B = b(D) then

1 = b(D)a(D) = c(D) + (b(D)a(A)− c(D)) .

Then by 14, the operator c(D) differs from identity by an operator of order −1.
Hence the symbol c has the form

c(x, ξ) = 1 + symbol of order (−1).

Hence for existence of the left inverse operator B, it is necessary that symbol
b satisfies the condition

a(x, ξ)b(x, ξ) = 1 + symbol of order (−1). (5.8)

In particular, the condition (5.8) holds if

Condition 1 a(x, ξ) is invertible for sufficiently large |ξ| ≥ C.

In fact, if the condition (5.8) holds then we could put

b(x, ξ) = a−1(x, ξ)χ(x, ξ),

where χ(x, ξ) is a function such that

χ(x, ξ) ≡ 1 for |ξ| ≥ 2C,
χ(x, ξ) ≡ 0 for |ξ| ≤ C.
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Then the pseudodifferential operator a(D) is called an elliptic if Condition 1
holds.

The final generalization for elliptic operators is the substitution of a sequence
of pseudodifferential operators for a single elliptic operator. Let ξ1, ξ2, . . . , ξk
be a sequence of vector bundles over the manifold M and let

0−→π∗(ξ1) a1−→π∗(ξ2) a2−→ . . .
ak−1−→π∗(ξk)−→0 (5.9)

be a sequence of symbols of order (m1, . . . ,mk−1). Suppose the sequence (5.9)
forms a complex, that is, asas−1 = 0. Then the sequence of operators

0−→Γ∞(ξ1)
a1(D)−→ Γ∞(ξ2)−→ . . .−→Γ∞(ξk)−→0 (5.10)

in general, does not form a complex because we can only know that the com-
position ak(D)ak−1(D) is a pseudodifferential operator of the order less then
ms +ms−1.

If the sequence of pseudodifferential operators forms a complex and the se-
quence of symbols (5.9) is exact away from a neighborhood of zero section in
T ∗M then the sequence (5.10) is called an elliptic complex of pseudodifferential
operators.

5.2 FREDHOLM OPERATORS

A bounded linear operator
F : H−→H

on a Hilbert space H is called a Fredholm operator if

dimKer F <∞, dimCoker F <∞
and the image, Im F , is closed. The number

index F = dimKer F − dimCoker F

is called the index of the Fredholm operator F . The index can be obtained as

index F = dimKer F − dimKer F ∗,

where F ∗ is the adjoint operator.

The bounded operator K : H−→H is said to be a compact if any bounded
subset X ⊂ H is mapped to a precompact set, that is, the set F (X) is compact.
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Theorem 46 Let F be a Fredholm operator. Then

1. there exists ε > 0 such that if ‖F −G‖ < ε then G is a Fredholm operator
and

index F = index G,

2. if K is compact then F +K is also Fredholm and

index (F +K) = index F. (5.11)

The operator F is Fredholm if and only if there is an operator G such that
both K = FG−1 and K ′ = GF −1 are compact. If F and G are Fredholm
operators then the composition FG is Fredholm and

index (FG) = index F + index G.

Proof.

Consider first an operator of the form F = 1 +K, where K is compact. Let us
show that F is Fredholm. The kernel Ker F consists of vectors x such that

x+Kx = 0, that is, Kx = −x.
Then the unit ball B ⊂ Ker F is bounded and hence compact, sinceK(B) = B.
Hence dimKer F is finite. Let us show that Im F is a closed subset. Consider
xn ∈ Im F , limxn = x. Then

xn = F (yn) = yn +Kyn.

Without loss of generality we can assume that

yn ⊥ Ker F.

If the set of numbers {‖yn‖} is unbounded then we can assume that

‖yn‖−→∞.
Then

lim
n−→∞

(
yn
‖yn‖ +K

yn
‖yn‖

)
= lim
n−→∞

x

‖yn‖ = 0

The sequence yn/‖yn‖ is bounded and by passing to subsequence we can assume
that there is a limit

lim
n−→∞

K

(
yn
‖yn‖

)
= z.
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Hence
lim

n−→∞
yn
‖yn‖ = −z, (5.12)

that is,
F (z) = z +Kz = 0.

On the other hand, we have that z is orthogonal to Ker F , that is, z = 0. The
latter contradicts (5.12). This means that sequence {yn} is bounded and hence
there is a subsequence such that

lim
n−→∞

Kyn = z.

Therefore,
lim

n−→∞
yn = lim

n−→∞
(xn −Kyn) = x− z.

Hence
x = lim

n−→∞
xn = lim

n−→∞
F (yn) = F (x− z),

that is, x ∈ Im F . Thus Im F is closed and hence

Coker F = Ker F ∗.

The operator F ∗ = 1 +K∗ has a finite dimensional kernel and, therefore,

dimCoker F = dimKer F ∗ <∞.
This means that F is Fredholm.

Assume that for compact operators K and K ′

FG = 1 +K, GF = 1 +K ′.

Then we have
Ker F ⊂ Ker (1 +K ′),

that is, dimKer F <∞. Similarly, we have

Im F ⊃ Im (1 +K).

Hence the image Im F is closed and has finite codimension. This means that
both F and G are Fredholm.

Suppose again that F is a Fredholm operator. Consider two splittings of the
space H into direct sums:

H = Ker F ⊕ (Ker F )⊥

H = (Im F )⊥ ⊕ Im F. (5.13)
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Then the operator F can be represented as a matrix with respect to the split-
tings (5.13):

F =
∥∥∥∥
0 0
0 F1

∥∥∥∥ , (5.14)

where F1 is an isomorphism. We define a new operator G by the following
matrix

G =
∥∥∥∥
0 0
0 F−1

1

∥∥∥∥ ,

Then the operators

K = FG− 1 =
∥∥∥∥
1 0
0 0

∥∥∥∥ and K ′ = GF − 1 =
∥∥∥∥
1 0
0 0

∥∥∥∥

are finite dimensional and hence compact.

Let ε > 0 be such that ‖G‖ < 1
ε . Suppose that the operator α is such that

‖α‖ < ε and F1 = F + α. Notice that both operators 1 + αG and 1 +Gα are
invertible. Then

(1 +Gα)−1GF1 = (1 +Gα)−1(1 +Dα+K) = 1 + (1 +Gα)−1K,

F1G(1 + αG)−1 = (1 + αG+K ′)(1 + αG)−1 = 1 +K ′(1 + αG)−1.

Since operators (1 + Gα)−1K and K ′(1 + αG)−1 are compact, it follows that
the operator F ′ is Fredholm.

Let us estimate the index of the Fredholm operator. If the operator F has
matrix form

F =
∥∥∥∥
F1 0
0 F2

∥∥∥∥ (5.15)

then, evidently,
index F = index F1 + index F2.

If both Hilbert spaces H1 and H2 are finite dimensional and F : H1−→H2 is
bounded then F is Fredholm and

index F = dimH1 + dimH2.

If F is invertible then
index F = 0.

If in the operator (5.15), F1 = 0 is finite dimensional and F2 is invertible then
F is Fredholm and index F = 0.
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Hence, by adding a compact summand we can change the Fredholm operator
so that the index does not change and a given finite dimensional subspace is
included in the kernel of the resulting operator.

Suppose that F has the splitting (5.14) and let G be another operator such
that ‖F −G‖ < ε. Let

G =
∥∥∥∥
α11 α12

α21 F2 + α22

∥∥∥∥ , (5.16)

where ‖α22‖ < ε. For sufficiently small α the operator F2 + α22 is invertible.
Then for X = −(F2 + α22)−1α21 we have

G =
∥∥∥∥

1 0
X 0

∥∥∥∥
∥∥∥∥
β11 β12

0 F2 + β22

∥∥∥∥ .

Similarly, for Y = −β12(F2 + β22)−1,

G =
∥∥∥∥

1 0
X 1

∥∥∥∥
∥∥∥∥
γ11 0
0 F2 + γ22

∥∥∥∥
∥∥∥∥
1 Y
0 1

∥∥∥∥ .

Thus
index G = index F.

Now let us prove (5.11). We can represent the operators F and K as a matrices

F =
∥∥∥∥
F1 0
0 F2

∥∥∥∥ ; K =
∥∥∥∥
K11 K12

K21 K22

∥∥∥∥

such that F1 is finite dimensional and K22 is sufficiently small. Then we are in
situation of the condition (5.16). Hence

index (F +K) = index F.

The notion of a Fredholm operator has an interpretation in terms of the fi-
nite dimensional homology groups of a complex of Hilbert spaces. In general,
consider a sequence of Hilbert spaces and bounded operators

0−→C0
d0−→C1

d1−→ . . .
dn−1−→Cn−→0. (5.17)

We say that the sequence (5.17) is Fredholm complex if dkdk−10, Im dk is a
closed subspace and

dim (Ker dk/Coker dk−1) = dimH (Ck, dk) <∞.
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Then the index of Fredholm complex (5.17) is defined by the following formula:

index (C, d) =
∑

k

(−1)k dimH(Ck, dk).

Theorem 47 Let

0−→C0
d0−→C1

d1−→ . . .
dn−1−→Cn−→0 (5.18)

be a sequence satisfying the condition that each dkdk−1 is compact. Then the
following conditions are equivalent:

1. There exist operators fk : Ck−→Ck−1 such that fk+1dk + dk−1fk = 1 + rk
where each rk is compact.

2. There exist compact operators sk such that the sequence of operators d′k =
dk + sk forms a Fredholm complex. The index of this Fredholm complex is
independent of the operators sk.

We leave the proof to the reader. Theorem 47 allows us to generalize the notion
of a Fredholm complex using one of the equivalent conditions from Theorem
47.

Exercise

Consider the Fredholm complex (5.18). Form the new short complex

Cev =
⊕

k

C2k,

Codd =
⊕

k

C2k+1,

D =

∥∥∥∥∥∥∥∥

d0 d∗1 0 . . . 0
0 d2 d∗3 . . . 0
0 0 d4 . . . 0

. . .
. . .

∥∥∥∥∥∥∥∥
(5.19)

Prove that the complex (5.19) is Fredholm with the same index.
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5.3 THE SOBOLEV NORMS

Consider the Schwartz space S. Define the Sobolev norm by the formula

‖u‖2s =
∫

Rn

ū(x)(1 + ∆)su(x)dx,

where

∆ =
n∑

k=1

(
i
∂

∂xk

)2

is the Laplace operator. Using the Fourier transformation this becomes

‖u‖2s =
∫

Rn

(1 + |ξ|2)s|û(ξ)|2dξ (5.20)

where the index s need not be an integer.

The Sobolev space Hs(Rn) is the completion of S with respect to the Sobolev
norm (5.20).

Proposition 15 The Sobolev norms (5.20) for different coordinate systems are
all equivalent on any compact K ⊂ Rn, that is, there are two constants C1 > 0
and C2 > 0 such that for Supp u ⊂ K

‖u‖1,s ≤ C1‖u‖2,s ≤ C2‖u‖1,s.

Proposition 15 can easily be checked when s is an integer. For arbitrary s we
leave it to the reader. This proposition allows us to generalize the Sobolev
spaces to an arbitrary compact manifold M and vector bundle ξ. Let {Uα} be
an atlas of charts where the vector bundle is trivial over each Uα. Let {ϕα} be
a partition of unity subordinate to the atlas. Let u ∈ Γ∞(M, ξ) be a section.
Put

‖u‖2s =
∑
α

‖ϕαu‖2s. (5.21)

Proposition 15 says that the definition (5.21) defines a Sobolev norm, well
defined up to equivalent norms. Hence the completion of the space of sections
Γ∞(M, ξ) does not depend on the choice of partition of unity or the choice of
local coordinate system in each chart Uα. We shall denote this completion by
Hs(M, ξ).
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Theorem 48 Let M be a compact manifold, ξ be a vector bundle over M and
s1 < s2. Then the natural inclusion

Hs2(M, ξ)−→Hs1(M, ξ) (5.22)

is a compact operator.

Theorem 48 is called the Sobolev inclusion theorem.

Proof.

For the proof it is sufficient to work in a local chart since any section u ∈
Γ∞(M, ξ) can be split into a sum

u =
∑
α

ϕαu,

where each summand ϕαu has support in the chart Uα. So let u be a function
defined on Rn with support in the unit cube In. These functions can be con-
sidered as functions on the torus Tn. Then a function u can be expanded in a
convergent Fourier series

u(x) =
∑

l

ale
i(l,x).

Partial differentiation transforms to multiplication of each coefficient al by the
number lk, where l is a multiindex l = (l1, . . . , ln). Therefore,

‖u‖2s =
∑

l

|al|2
(
1 + |l1|2 + . . .+ |ln|2

)s
. (5.23)

By formula (5.23), the space Hs(Tn) is isomorphic to the Hilbert space l2 of
the square summable sequences by the correspondence

u(x) 7→
{
bl =

al

(1 + |l1|2 + . . .+ |ln|2)s/2
}

Then the inclusion (5.22) becomes an operator l2−→l2 defined by the corre-
spondence

{bl} 7→
{

bl

(1 + |l1|2 + . . .+ |ln|2)(s2−s1)/2
}

which is clearly compact.
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Theorem 49 Let
a(D) : Γ∞(M, ξ1)−→Γ∞(M, ξ2) (5.24)

be a pseudodifferential operator of order m. Then there is a constant C such
that

‖a(D)u‖s−m ≤ C‖u‖s, (5.25)

that is, the operator a(D) can be extended to a bounded operator on Sobolev
spaces:

a(D) : Hs(M, ξ1)−→Hs−m(M, ξ2). (5.26)

Proof.

The theorem is clear for differential operators. Indeed, it is sufficient to obtain
estimates in a chart, as the symbol σ has compact support. If a(D) = ∂

∂xj then

‖ ∂

∂xj
u(x)‖2s =

∫

Rn

(
1 + |ξ|2)s

∣∣∣∣∣
∂̂

∂xj
u

∣∣∣∣∣

2

dξ =

=
∫

Rn

(
1 + |ξ|2)s |ξj û(ξ)|2dξ ≤

∫

Rn

(
1 + |ξ|2)s+1 |û(ξ)|2dξ =

= ‖u(x)‖2s+1. (5.27)

Hence the inequality (5.25) follows from (5.27) by induction.

For pseudodifferential operators, the required inequality can also be obtained
locally using a more complicated technique.

Using theorems 48 and 49 it can be shown that an elliptic operator is Fredholm
for appropriate choices of Sobolev spaces.

Theorem 50 Let a(D) be an elliptic pseudodifferential operator of order m as
in (5.24). Then its extension (5.26) is Fredholm. The index of the operator
(5.26) is independent of the choice of the number s.

Proof.
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As in section 5.1 we can construct a new symbol b of order −m such that both
a(D)b(D) − 1 and b(D)a(D) − 1 are pseudodifferential operators of order −1.
Hence by Theorem 46, a(D) gives a Fredholm operator (5.26).

To prove that the index of a(D) does not depend of the number s, consider the
special operator (1+∆)k with symbol

(
1 + |ξ|2)k. Since the norm ‖(1+∆)ku‖s

is equivalent to the norm ‖u‖s+2k, the operator

(1 + ∆)k : Hs+2k(ξ)−→Hs(ξ)

is an isomorphism. Then the operator

A = (1 + ∆)−kσ(D)(1 + ∆)k : Hs+2k(ξ1)−→Hs(ξ1)−→
−→Hs−m(ξ2)−→Hs+2k−m(ξ2)

differs from σ(D) by a compact operator and therefore has the same index.

Corollary 8 The kernel of an elliptic operator σ(D) consists of infinitely smooth
sections.

Proof.

Indeed, by increasing the number s we have a commutative diagram

Hs+1(ξ1) Hs+1−m(ξ2)

Hs(ξ1) Hs−m(ξ2)

6 6
∪ ∪

-σ(D)

-σ(D)

(5.28)

An increase in the number s can only decrease the dimension of the kernel,
Ker σ(D). Similarly, the dimension of the cokernel may only decrease since
the cokernel is isomorphic to the kernel of the adjoint operator σ(D)∗. Since
the index does not change, the dimension of kernel cannot change. Hence the
kernel does not change in the diagram (5.28). Thus the kernel belongs to the⋂
s
Hs(ξ1) = Γ∞(ξ1).
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5.4 THE ATIYAH–SINGER FORMULA
FOR THE INDEX OF AN ELLIPTIC
OPERATOR

In the sense explained in previous sections, an elliptic operator σ(D) is defined
by a symbol

σ : π∗(ξ1)−→π∗(ξ2) (5.29)

which is an isomorphism away from a neighborhood of the zero section of the
cotangent bundle T ∗M . Since M is a compact manifold, the symbol (5.29)
defines a triple (π∗(ξ1), σ, π∗(ξ2)) which in turn defines an element

[σ] ∈ Kc(T ∗M).

Theorem 51 The index index σ(D) of the Fredholm operator σ(D) depends
only on the element [σ] ∈ Kc(T ∗M).

The mapping
index : Kc(T ∗M)−→Z

is an additive homomorphism.

Proof.

A homotopy of an elliptic symbol gives a homotopy of Fredholm operators and,
under homotopy, the index does not change. Assume that the symbol σ is an
isomorphism not only away from zero section but everywhere. The operator
σ(D) can be decomposed into a composition of an invertible operator (1 +
∆)m/2 and a operator σ1(D) of the order 0. The symbol σ1 is again invertible
everywhere and is therefore homotopic to a symbol σ2 which is independent of
the cotangent vector and also invertible everywhere. Then the operator σ2(D)
is multiplication by the invertible function σ2. Therefore, σ2(D) is invertible.
Thus

index σ(D) = 0.

Finally, if σ = σ1 ⊕ σ2 then σ(D) = σ1(D)⊕ σ2(D) and hence

index σ(D) = index σ1(D) + index σ2(D).
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The total space of the cotangent bundle T ∗M has a natural almost complex
structure. Therefore, the trivial mapping p : M−→pt induces the direct image
homomorphism

p∗ : Kc(T ∗M)−→Kc(pt) = Z,

as described in Section 4.3

Theorem 52 Let σ(D) be an elliptic pseudodifferential operator. Then

index σ(D) = p∗[σ]. (5.30)

Using the Riemann-Roch theorem 45, the formula (5.30) can be written as

index σ(D) =
(
ch [σ]T−1(T ∗M), [T ∗M ]

)

where [T ∗M ] is the fundamental (open) cycle of the manifold T ∗M . For an
oriented manifold M we have the Thom isomorphism

ϕ : H∗(M)−→H∗c (T ∗M). (5.31)

Therefore, the formula (5.31) has the form

index σ(D) =
(
ϕ−1ch [σ]T−1(T ∗M), [M ]

)
(5.32)

The formula (5.32) was proved by M.F.Atiyah and I.M.Singer [9] and is known
as the Atiyah–Singer formula.

Proof.

The proof of the Atiyah–Singer formula is technically complicated. Known
proofs are based on studying the algebraic and topological properties of both
the left and right hand sides of (5.30). In particular, Theorem 51 shows that
both the left and right hand sides of the (5.30) are homomorphisms on the
group Kc(T ∗M).

Let j : M1−→M2 be a smooth inclusion of compact manifolds and let σ1 be
an elliptic symbol on the manifold M1. Assume that σ2 is a symbol on the
manifold M2 such that

[σ2] = j∗[σ1]. (5.33)
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Theorem 53 If two symbols σ1 and σ2 satisfy the condition (5.33) then the
elliptic operators σ1(D) and σ2(D) have the same index,

index σ1(D) = index σ2(D).

Theorem 52 follows from Theorem 53.

In fact, Theorem 52 holds for M = pt. Then the inclusion

j : pt−→Sn.

gives the direct image

j∗ : Kc(pt)−→Kc

(
T ∗Sn, T ∗s0

)

which is an isomorphism.Therefore, for a symbol σ defining a class

[σ] ∈ Kc

(
T ∗Sn, T ∗s0

)

we have

[σ] = j∗[σ′], [σ′] = p∗[σ],
index σ(D) = index σ′(D) = [σ′] = p∗([σ]).

Finally, let j : M−→Sn an inclusion and q : Sn−→pt be the natural projection.
Then

p = qj, j∗([σ]) = [σ′],

and by Theorem 53

index σ(D) = index σ′(D) = q∗[σ′] = q∗j∗[σ]p∗[σ].

Thus the Atiyah–Singer formula follows from Theorem 53.

Let us explain Theorem 53 for the example when the normal bundle of the
inclusion M1−→M2 is trivial. The symbol [σ2] = j∗[σ1] is invertible outside
of a neighborhood of submanifold M1 ⊂ T ∗M2. Suppose that the symbols are
of order 0. Then the symbol σ2 can be chosen so that it is independent of
the cotangent vector outside of a neighborhood U of submanifold M1. Then
we can chose the operator σ2(D) such that if Supp ∩ U = ∅ then σ2(D)(u)
is multiplication by a function. Hence we can substitute for the manifold M2,
the Cartesian product M1 × T k, where T k is torus, equipped with an elliptic
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operator of the same index. Now we can use induction with respect to the
integer k and that means that it is sufficient consider the case when k = 1.

The problem is now reduced to the existence of an elliptic operator τ(D) on
the circle such that

index τ(D) = 1

and
[τ ] ∈ Kc

(
T ∗S1, T ∗s0

)

is a generator.
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6
SOME APPLICATIONS OF

VECTOR BUNDLE THEORY

Here we describe some problems where vector bundles appear in a natural way.
We do not pretend to give a complete list but rather they correspond to the
author’s interest. Nevertheless, we hope that these examples will demonstrate
the usefulness of vector bundle theory as a geometric technique.

6.1 SIGNATURES OF MANIFOLDS

The signature of a compact oriented 4n-dimensional manifold X is the signa-
ture of a quadratic form on the space H2n(X; Q) of 2n–dimensional rational
cohomology given by the formula

(x, y) = 〈xy, [X]〉 , (6.1)

where x, y ∈ H2n(X; Q), [X] is fundamental 4n–dimensional cycle and 〈, 〉 is
the natural value of a cocycle on a cycle.

By Poincaré duality we see that the quadratic form (6.1) is nondegenerate. This
form can be reduced to a form with a diagonal matrix with respect to a basis of
the vector space H2n(X; Q). Notice that the signature of the quadratic form is
the same as the signature of a similar quadratic form on the space H2n(X; R).
This allows us to describe the cohomology groups using de Rham differential
forms.

The notion of signature can be generalized to a bilinear form on the whole

cohomology group H∗(X) =
4n⊕
k=0

Hk(X) using the same definition (6.1). This

215
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is also a nondegenerate form but it is not symmetric. Nevertheless, consider
the splitting

H∗(X) = Hev(X)⊕Hodd(X).

Then the bilinear form (6.1) splits into a direct sum of a symmetric form on
Hev(X) and a skewsymmetric form onHodd(X). Let us agree that the signature
of a skewsymmetric form equals zero. Then the signature of the manifold X
is equal to the signature of the bilinear form (6.1) on the H∗(X). In fact, the
form (6.1) decomposes into a direct sum of the subspaces

H∗(X) = Hodd(X)⊕ (
H0(X)⊕H4n(X)

)⊕
⊕ (

H2(X)⊕H4n−2(X)
)⊕ . . .⊕ (

H2n−2(X)⊕H2n+2(X)
)⊕H2n(X).

The matrix of the bilinear form then has the form
∥∥∥∥

0 A
At 0

∥∥∥∥ (6.2)

on each summand except the first and last. The signature of the matrix (6.2) is
trivial. Hence the signature of the form on the H∗ coincides with the signature
on the H2n(X).

Theorem 54 If a compact oriented 4n–dimensional manifold X is the bound-
ary of an oriented compact 4n+ 1–dimensional manifold Y then

sign X = 0.

Proof.

The homology group (with rational or real coefficients) can be thought of as

Hk(X) = hom
(
Hk(X); R

)
.

Then the bilinear form (6.1) can be considered as an isomorphism

D : Hk(X)−→H4n−k(X)

coinciding with ∩–product with the fundamental cycle [X] ∈ H4n(X) inducing
Poincaré duality. The manifold Y also has a Poincaré duality induced by ∩–
product with the fundamental cycle [Y ] ∈ H4k+1(Y, ∂Y ):

D′ = ∩[Y ] : Hk(Y )−→H4n+1−k(Y,X),
D′′ = ∩[Y ] : Hk(Y,X)−→H4n+1−k(Y ).
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The exact homology sequence for the pair (Y,X) fits into a commutative dia-
gram

H4n+1−k(Y ) H4n+1−k(Y,X) H4n−k(X) H4n−k(Y )

Hk(Y,X) Hk(Y ) Hk(X) Hk+1(Y,X)

? ? ? ?
D′′ D′ D D′′

- - -. . . - - . . .
j∗ δ i∗

- - -j∗ i∗ ∂. . . - - . . .

(6.3)

Let k = 2n. Then the dimension of the image Im i∗ ⊂ H2n(X) can be calcu-
lated as an alternating sum of dimensions of all spaces which lie on the left side
of upper line of the diagram (6.3):

dim Im i∗ = dimH2n(Y )− dimH2n(Y,X) + dimH2n−1(X)−
− dimH2n−1(Y ) + dimH2n−1(Y,X)− dimH2n−2(X) + . . .

Using the right lower part of (6.3) we have

codim Im i∗ = codim Im δ = codim Ker i∗ =
= dimH2n(Y )− dimH2n(Y,X) + dimH2n−1(X)−

− dimH2n−1(Y ) + dimH2n−1(Y,X)− dimH2n−2(X) + . . .

Since dimHk(X) = dimHk(X),

dim Im i∗ = codim Im i∗ =
1
2

dimH2n(X).

Then the group H2n(X) decomposes into two summands:

H2n(X) = A⊕B, A = Im i∗, B = (Ker i∗)
∗

By commutativity of the diagram, D(A) ⊂ B∗ and hence

D =
∥∥∥∥

0 D2

D3 D4

∥∥∥∥ , D3 = Dt
2.

Thus the signature of D is trivial.

Theorem 54 shows that the signature of the manifold X depends only on the
bordism class and hence can be expressed in terms of characteristic classes of
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the manifold X. This means that there should exist a polynomial L(X) of the
Pontryagin classes such that

sign X = 〈L(X), [X]〉.

This class L(X) is called the Hirzebruch–Pontryagin class.

6.1.1 Calculation of the
Hirzebruch–Pontryagin class

The Hirzebruch–Pontryagin class and the signature can be given an interpre-
tation as the index of an elliptic operator on the manifold X. Such operator
exists and is called the Hirzebruch operator.

To construct the Hirzebruch operator, consider the de Rham complex of differ-
ential forms on the manifold X:

0−→Ω0
d−→Ω1

d−→ . . .
d−→Ω4n−→0 (6.4)

The space Ωk is the space of sections of the vector bundle Λk over X, the
exterior power of the cotangent bundle T ∗X = Λ1. The complex (6.4) is
an elliptic differential complex for which the symbols are given by exterior
multiplication by the cotangent vector ξ ∈ T ∗X.

Notice that the signature of the manifold X is defined in terms of multiplication
of differential forms

(ω1, ω2) =
∫

X

ω1 ∧ ω2.

Fix a Riemannian metric g on the manifold X. The metric g induces a scalar
product on the vector bundles Λk. Let e1, . . . , e4k be an orthogonal basis in
the fiber of T ∗X. Then the corresponding orthogonal basis in the fiber of Λk
consists of the vectors ei1 ∧ . . . ∧ eik . Consider the mapping

∗ : Λk−→Λ4n−k,

which to each basis vector ei1 ∧ . . . ∧ eik associates the vector (−1)σej1 ∧ . . . ∧
ej4n−k

where the ejl complement the system of vectors ei1 , . . . , eik to form the
basis and σ is the parity of the permutation (i1, . . . , ik, j1, . . . , j4n−k). Then
∗2 = (−1)k on Λk. Thus we have a homomorphism

∗ : Γ (Λk)−→Γ (Λ4n−k) .
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Let µ be the differential form which defines the measure on the manifold X
induced by the Riemannian metric. In terms of the local coordinate system,

µ =
√

det gijdx1 ∧ . . . ∧ dx4n.

It is clear that µ = ∗(1) and for any function f we have ∗(fω) = f ∗ (ω).

Denote by 〈ω1, ω2〉 the function whose value is equal to the scalar product of
the forms ω1 and ω2. Then

〈ω1, ω2〉µ = ω1 ∧ ∗ω2 = (−1)k ∗ ω1 ∧ ω2. (6.5)

In the space
⊕
k

ΓΛk we have the positive scalar product

〈θ1, ω2〉 =
∫
〈ω1, ω2〉µ. (6.6)

Then taking into account (6.5),

(ω1, ω2) = 〈ω1, ∗ω2〉 (6.7)

for ω1 ∈ Γ(Λk), ω2 ∈ ΓΛ4n−k).

Let d∗ denote the adjoint operator with respect to the scalar product (6.6).
This means that

〈ω1, dω2〉 ≡ 〈d∗ω1, ω2〉.
Using (6.7),

〈d∗ω1, ω2〉 = 〈ω1, dω2〉 =
∫

X

ω1 ∧ ∗dω2 =

(−1)k
∫

X

∗ω1 ∧ ω2 =
∫

X

d(∗ω1 ∧ ω2)−
∫

X

d ∗ ω1 ∧ ω2 =

−
∫

X

d ∗ ω1 ∧ ω2 = −
∫

X

∗d ∗ ω1 ∧ ∗ω2 = −〈∗d ∗ ω1, ω2〉.

Hence
d∗ = − ∗ d ∗ . (6.8)
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Now we can identify the de Rham cohomology with the kernel of the Laplace
operator

∆ = (d+ d∗)2 = d∗d+ dd∗.

Note that the Laplace operator commutes with both d and d∗.

Theorem 55 The operator D = d+ d∗ is an elliptic differential operator and
in the space Γ∞(Λ)

Ker d = Ker D ⊕ Im d.

Proof.

The first statement of Theorem 55 follows directly from the previous chapter
since the symbol of the operator D is an invertible matrix away from zero
section of the cotangent bundle.

Let ω ∈ Γ∞ (Λk). Then ω ∈ Hs (Λ∗). Decompose the element ω into a sum

ω = ω1 + ω2,

where
ω1 ∈ Ker D ⊂ Hs (Λ∗) , ω2 ∈ (Ker D)⊥ .

On the other hand,
(D (Hs+1 (Λ∗)))

⊥ = Ker D

Hence
(Ker D)⊥ = D (Hs+1 (Λ∗)) ,

that is,
ω2 = D(Ω), Ω ∈ Hs+1 (Λ∗) .

Let s′ > s and

ω = ω′1 + ω′2, ω
′
1 ∈ Ker D ⊂ Hs′ (Λ∗) , ω′2 ∈ (Ker D)⊥ .

Then
ω1 − ω′1 = ω2 − ω′2 ∈ (Ker D)⊥ .

Hence ω1 = ω′1, ω2 = ω′2 and ω2 ∈ Γ∞ (Λ∗). If ω ∈ Ker d then

ω = ω1 +Dω2, ω1 ∈ Ker D,

that is,
0 = dξω = dω1 + dDω2.
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Hence
0 = dDω2 = Dd∗ω2, dd

∗ω2 = 0, d∗ω2 = 0.

Thus
ω = ω1 + d∗ω2.

Theorem 55 says that cohomology group Hk(X) is isomorphic to Ker D in
the space Γ∞ (Λk). Notice that by formula (6.8), the operator ∗ preserves the
kernel Ker D.

Consider a new operator

α = ik(k−1)+2n∗ : Λk−→Λ4n−k.

Then
α2 = 1, d∗ = −αdα, αD = −Dα.

Thus there is a splitting
Λ∗ = Λ+ ⊕ Λ−

into the two eigen subspaces corresponding to the eigenvalues +1 and −1 of
the operator α. Then

D
(
Γ∞

(
Λ+

)) ⊂ Γ∞
(
Λ−

)
,

D
(
Γ∞

(
Λ−

)) ⊂ Γ∞
(
Λ+

)
.

Hence
Ker D = Ker D+ ⊕Ker D−,

where D+ and D− are restrictions of D to Γ∞ (Λ+) and Γ∞ (Λ−). Thus

sign X = dimKer D+ − dimKer D−.

Since the operator D is selfadjoint, the operator D+ is adjoint to the operator
D−. Hence

sign X = index D+.

The operator D+ is called the Hirzebruch operator. To calculate the index of
the Hirzebruch operator, let Σ be the symbol of the Hirzebruch operator. The
symbol Σ is a homomorphism

Σ : π∗
(
cΛ+

)−→π∗ (
cλ−

)
, (6.9)



222 Chapter 6

which is an isomorphism away from the zero section of the cotangent bundle.
Hence

index D+ = 〈ch [Σ]T (X), [T ∗X]〉,
where T (X) is the Todd class of the complexification of the tangent bundle.

The construction of the element [Σ] defined by the triple (6.9) can be extended
to arbitrary orientable real bundles over the base X. Indeed, let p : E−→X be
the projection on the total space of the bundle ξ. Let

0−→p∗Λ0(cξ)
σ−→p∗Λ1(cξ)

σ−→ . . .
σ−→p∗Λn(cξ)−→0

be the complex of vector bundles where σ is the exterior multiplication by the
vector ξ ∈ E. Similar to the tangent bundle, the bundle Λ∗(ξ) = ⊕Λk(ξ) has
an operation

∗ : Λk(σ)−→Λn−k(ξ)

which induces a splitting

Λ∗(cξ) = Λ+(ξ)⊕ Λ−(ξ)

and a homomorphism
Σ = σ − ∗σ∗

mapping
Σ : Λ+(ξ)−→Λ−(ξ) (6.10)

isomorphically away from the zero section of the total space E. Hence the
triple (6.10) defines an element [Σ] ∈ Kc(E). Notice that if X = X1 ×X2 and
ξ = ξ1 ⊕ ξ2, where ξk are vector bundles over Xk, then

[Σ(ξ)] = [Σξ1]⊗ [Σξ2].

Then the problem can be reduced to the universal two dimensional vector bun-
dle ξ over BSO(2) = BU(1) = CP∞. In this case, the bundle ξ is isomorphic
to the complex Hopf bundle and cξ = ξ ⊕ ξ∗. Hence

Λ+(ξ) = 1⊕ ξ∗
Λ−(ξ) = ξ ⊕ 1.

Then the symbol Σ : Λ+(ξ)−→Λ−(ξ) has the following form

Σ =
∥∥∥∥
z 0
0 z

∥∥∥∥ ,
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where z is a vector in the fiber of the bundle ξ. Hence

[Σ] = ([η]− 1)⊕ (1− [η∗]) = [η]− [η∗],

where η is the Hopf bundle over the Thom complex ξCP∞ = CP∞. Hence

ch [Σ] = eα − e−α, α ∈ H2 (CP∞; Z) .

Thus if the bundle ξ is decomposed into a direct sum of two dimensional bundles

ξ = ξ1 ⊕ . . .⊕ ξn,
then

ch (Σ(ξ)) =
n∏

k=1

(
eαk − e−αk

)
= ϕ

(
n∏

k=1

eαk − e−αk

αk

)
,

where ϕ : H∗(X)−→H∗c
(
ξX

)
is the Thom isomorphism. Then

ϕ−1 (ch (Σ)T (X)) =
n∏

k=1

αk
eαk − 1

(−αk)
e−αk − 1

eαk − a−αk

αk
=

= 2n
n∏

k=1

αk/2
tanh(αk/2)

.

Thus for a 4n–dimensional manifold X,

L(X) = 22n
n∏

k=1

tk/2
tanh(tk/2)

,

where the tk are formal generators for the tangent bundle of the manifold X.

6.2 C∗–ALGEBRAS AND K–THEORY

The space Γ(ξ) of sections of a vector bundle ξ over a base B is a module over
the ring C(B) of continuous functions on the base B. The ring C(B) also
can be considered as a section space Γ(1) of the one dimensional trivial vector
bundle 1. Hence Γ(1) is a one dimensional free module. Hence for an arbitrary
vector bundle ξ, the module Γ(ξ) is a finitely generated projective module.

Theorem 56 The correspondence ξ 7→ Γ(ξ) is an equivalence between the cat-
egory of complex vector bundles over a compact base X and the category of
finitely generated projective modules over the algebra C(B).
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Proof.

If two vector bundles ξ and η are isomorphic then the modules Γ(ξ) and Γ(η)
of sections are isomorphic. Therefore, it is sufficient to prove that any finitely
generated projective module P over the C∗–algebra C(B) is isomorphic to a
module Γ(ξ) for a vector bundle ξ, and any homomorphism

ϕ : Γ(ξ)−→Γ(η) (6.11)

is induced by a homomorphism of bundles

f : ξ−→η.
We start by proving the second statement. Let (6.11) be a homomorphism of
modules. Assume first that both vector bundles ξ and η are trivial, that is,

ξ = B ×Cn, η = B ×Cm.

Let

a1, . . . , an ∈ Cn

b1, . . . , bm ∈ Cm

be bases. The vectors ak, bk induces constant sections

āk ∈ Γ(ξ), b̄k ∈ Γ(η).

Hence any sections σ ∈ Γ(ξ), τ ∈ Γ(η) decompose into linear combinations

σ =
∑

k

σk(x)āk, σk(x) ∈ C(B),

τ =
∑

l

τ lb̄l, τ l(x) ∈ C(B).

Therefore, the homomorphism ϕ has the following form

ϕ(σ) =
∑

k

σk(x)ϕ(āk) =
∑

k

σk(x)

(∑

l

ϕlk(x)b̄l

)
=

=
∑

k,l

σk(x)ϕlk(x)b̄l.

The matrix valued function ϕlk(x) defines a fiberwise homomorphism of bundles

f = ‖ϕlk(x)‖ : ξ−→η. (6.12)
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Clearly, the homomorphism (6.12) induces the initial homomorphism (6.11).

Now let ξ and η be arbitrary vector bundles. Complement them to form trivial
bundles, that is,

ξ ⊕ ξ1 = n̄, η ⊕ η1 = m̄.

Let
p : n̄−→n̄, q : m̄−→m̄

be projections onto the first summands ξ and η, respectively. Define a new
homomorphism

ψ : Γ(n̄)−→Γ(m̄)

by the matrix

ψ =
∥∥∥∥
ϕ 0
0 0

∥∥∥∥ .

It is clear that
ψπ = κψ,

where π : Γ(n̄) and κ : Γ(m̄) are homomorphisms induced be p and q. We see
that ψ is induced by a homomorphism of trivial vector bundles

g : n̄−→m̄.
Hence the homomorphism g has the matrix form

g =
∥∥∥∥
f 0
0 0

∥∥∥∥ ,

where f = qgp is the homomorphism from the bundle ξ to the vector bundle η
which induces the homomorphism (6.11).

Now we prove the first statement. Let P be a finitely generated projective mod-
ule over the algebra C(B). By definition the module P is the direct summand
of the free module C(B)n = Γ(n̄)

P ⊕Q = Γ(n̄).

The module P is the image of a projection

ϕ : Γ(n̄)−→Γ(n̄), ϕ2 = ϕ, P = Im ϕ.

The projection ϕ, a homomorphism of modules, is induced by a homomorphism
g of the trivial vector bundle n̄. Hence g2 = g, that is, g is a fiberwise projection.
Therefore, the image of g is a locally trivial vector bundle,

n̄ = ξ ⊕ η, ξ = Im g.
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Thus P = Γ(ξ).

Theorem 56 says that the group K(B) is naturally isomorphic to the group
K0(C(B)) in the algebraic K–theory for the ring C(B) :

K(B)−→K0(C(B)). (6.13)

We can generalize the situation considered in Theorem 56 to the case of a
Cartesian product B = X × Y . Let ξ be a vector bundle over a base B. Fix
a point y0 ∈ Y . Then the section space Γ(ξ, (X × y0)) is a projective module
over the ring C(X). Thus we have a family of projective modules parametrized
by points of Y . This leads us to the definition of a vector bundle over a base
Y with fiber a projective module P = Γ(ξ, (X × y0)) and structure group the
group of automorphisms of the module P .

More generally, let A be an arbitrary C∗–algebra and P a projective A–module.
Then a locally trivial bundle over the base Y with the structure group G =
AutA(P ) will be called a vector A–bundle. The corresponding Grothendieck
group will be denoted by KA(X). If X = pt is a one point space then the group
KA(pt) coincides with K0(A) in algebraic K–theory. If B = X × Y then there
is a natural isomorphism

K(X × Y )−→KC(Y )(X). (6.14)

If Y is a one point space then the isomorphism (6.14) coincides with the iso-
morphism (6.13) from Theorem 56.

Theorem 56 can also be generalized to the case of vector A–bundles. Namely, if
ξ is a vector A–bundle over a base Y , then the section space Γ(ξ) is a projective
module over the algebra C(Y,A) of continuous functions on the Y with values
in A. Hence there is a natural isomorphism

KA(Y )−→K0(C(Y,A)).

When B = X × Y ,
C(X × Y ) = C(Y,C(X))

and there is a commutative diagram

K(X × Y ) −→ K0(C(X × Y ))y ‖
KC(X)(Y ) −→ K0(C(Y,C(X)))
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The groups KA(X) satisfy many properties similar to those of classical complex
K–theory. The tensor product induces a natural homomorphism

KA(X)⊗K(Y )−→KA(X × Y ).

In particular, multiplication by the Bott element β ∈ K0(S2, s0) defines an
isomorphism

KA(X,Y )
⊗β−→KA(X ×D2, (X × S1) ∪ (Y ×D2)),

and an isomorphism
Kn
A(X,Y )

⊗β−→Kn−2
A (X,Y ).

Consider the homomorphism

ϕ : KA(pt)⊗K(X)−→KA(X),

induced by tensor multiplication. After tensoring with the rational number
field Q, there is an isomorphism

ϕ−1 : K∗A(X)⊗Q = K∗(X)⊗K∗A(pt)⊗Q.

Define

ch A = (Id⊗ ch )ϕ−1 : K∗A(X)−→H∗ (X; K∗A(pt)⊗Q) (6.15)

The homomorphism (6.15) is an analogue of the Chern character and fits into
the following commutative diagram

K∗A(X)⊗K∗(X) ⊗−→ K∗A(X)ych A ⊗ ch
ych A

H∗ (X; K∗A(pt)⊗Q)⊗H∗(X; Q) ⊗−→ H∗ (X; K∗A(pt)⊗Q)

Example

The Calkin algebra.

The Calkin algebra is a quotient algebra C(H) = B(H)/Comp(H) where B(H)
is the algebra of bounded operators on the Hilbert space H and Comp(H) is
the ideal of compact operators. To study the group KC(H)(X) it is sufficient to
consider locally trivial bundles with free C(H)–module as fibers. In this case the
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structure group is GL(n, C(H)) — the group of invertible matrices with entries
in C(H). The algebra End(C(H)n) of n–dimensional matrices is isomorphic to
the algebra C(H) since the infinite dimensional Hilbert space H is isomorphic
to the direct sum of n copies of H. Hence

GL(n, C(H)) ∼ GL(1, C(H)) = GL(C(H)).

Let
π : B(H)−→C(H)

be the natural projection. Then the inverse image π−1(GL(C(H)) coincides
with the set F of Fredholm operators. The projection

π : F−→GL(C(H))

is a fibration with the fiber Comp(H) which satisfies the covering homotopy
axiom.

The space F of Fredholm operators is the union of an infinite number of con-
nected components

F =
⋃

k

Fk,

where Fk is the space of Fredholm operators of index = k. Hence the group
GL(C(H)) also splits into a union of connected components

GL(C(H)) =
⋃

k

GL(C(H))k.

Consider the group GL(H) of all invertible operators on the Hilbert space H
and the map

π : GL(H)−→GL(C(H))0.

This map is clearly an isomorphism. The kernel consists of invertible operators
of the form 1+K where K is compact and is denoted by 1+Comp. The group
1 + Comp is the closure of the invertible finite dimensional operators. Each
finite dimensional invertible matrix F can be extended to an operator

F̃ =
(
F 0
0 1

)
∈ 1 + Comp.

Hence there is an inclusion

GL(n,C) ⊂ 1 + Comp,
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and an inclusion of the direct limit

GL(∞,C) ⊂ 1 + Comp. (6.16)

The inclusion (6.16) is a weak homotopy equivalence. Hence classical K–theory
can be represented by locally trivial bundles with the structure group 1+Comp.

Theorem 57 There is a natural isomorphism

f : K−1
C(H)(X,x0)−→K0(X,x0).

Proof.

Consider the suspension of X as a union of two cones over X. Then any vector
bundle over the algebra C(H) can be described by two charts — two copies of
the cone. Hence the vector bundle is defined by a single transition function

F : X−→F0.

Let {Uα} be an atlas of sufficiently small charts on X. Then there are functions

ϕα : Uα−→Comp(H) (6.17)

such that for any α and x ∈ Uα the operator F (x) + ϕα(x) is invertible. Put

ψαβ(x) = (F (x) + ϕα(x)) (F (x) + ϕβ(x))
−1 ∈ 1 + Comp. (6.18)

The functions (6.18) define transition functions with values in the structure
group 1 + Comp. Hence the transition functions (6.18) define an element of
K0(X). This element is independent of the choice of functions (6.17). There-
fore, we have a well defined homomorphism

f : K−1
C(H)(X,x0)−→K0(X,x0). (6.19)

The homomorphism (6.19) is a monomorphism. Indeed, if the transition func-
tions (6.18) define a trivial bundle then there are functions

uα : Uα−→1 + Comp

such that
ψαβ(x) = u−1

α (x)uβ(x).

Using (6.18),

u−1
α (x) (F (x) + ϕα(x)) = u−1

β (x) (F (x) + ϕβ(x)) = Φ(x). (6.20)
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Hence the function defined by (6.20) is invertible and differs from F (x) by a
compact summand. Since the group GL(H) is contractible, there is a homotopy
Φ(x, t), x ∈ X, t ∈ [0, 1] such that

Φ(x, 1) = Φ(x), Φ(x, 0) ≡ 1. (6.21)

Thus the function (6.21) is defined on the cone on X and can serve on the
boundary as the transition function on the suspension SX.

Now let us prove that (6.19) is surjective. Consider a system of the transi-
tion functions ψαβ : Uαβ−→1 + Comp. Using the contractibility of the group
GL(H), we can find a system of functions hα : Uα−→1 + Comp such that

ψαβ(x) = hα(x)h−1
β (x).

This means that
hα(x) = hβ(x) + Comp.

Hence there is a Fredholm operator valued function F (x) such that

F (x)− hα(x) ∈ Comp.

There is another interpretation of the homomorphism (6.19).

Theorem 58 For any continuous map F : X−→F there is a homotopic map
F ′ : X−→F such that

dimKer F (x) ≡ Const, dimCoker F (x) ≡ Const.

The unions
⋃

Ker F ′(x) and
⋃

Coker F ′(x) form locally trivial vector bundles
[Ker F ′] and [Coker F ′]. The element

index F = [Ker F ′]− [Coker F ′] ∈ K(X) (6.22)

is independent of the choice of F ′. If index F = 0 then the map

index : [X,F ]−→K(X)

defined by (6.22) coincides with (6.19).
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6.3 FAMILIES OF ELLIPTIC OPERATORS

Consider a continuous family of Fredholm operators

Fx : H−→H, x ∈ X,
parametrized by a compact space X. Then index Fx is a locally constant func-
tion and hence gives no new invariant. But if dim kerFx ≡ const, the kernels
kerFx form a vector bundle Ker F . Similarly, Coker F is a vector bundle. In
this case, the index of the family of Fredholm operators may be interpreted as
an element

index F def= [Ker F ]− [Coker F ] ∈ K(X).

Clearly, the classical index gives

dim index F = dim[Ker F ]− dim[Coker F ].

The generalized index of a family of elliptic operators σx(D),

index σ(D) ∈ K(X)

can be expressed in terms of the symbol of the operator σ(D). Let

p : M−→X
be a locally trivial bundle for which fiber is a manifold Y . Let T ∗YM be the
vector bundle annihilating the tangent vectors to the fibers and

π : T ∗YM−→M
be the correspondent projection.

Let ξ1, ξ2 be two vector bundles over M . Consider the infinite dimensional vec-
tor bundles p!(ξ1) and p!(ξ2) overX with fibers Γ

(
ξ1, p

−1(x)
)

and Γ
(
ξ2, p

−1(x)
)
,

respectively, over the point x ∈ X. Notice that p−1(x) is diffeomorphic to mani-
fold Y . Let p!(ξi)s denote the bundle associated to p!(ξi) by substituting for the
fiber Γ

(
ξi, p

−1(x)
)

its completion by s-Sobolev norm. Then a homomorphism
of bundles

σ(D) : p!(ξ1)−→p!(ξ2) (6.23)

is said to be a family of pseudodifferential operators if at each point x ∈ X
the homomorphism of fibers is a pseudodifferential operator of order m on the
manifold p−1(x) ∼= Y . Assume that the symbols of these operators together
give a continuous homomorphism

σ : π∗(ξ1)−→π∗(ξ2). (6.24)
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and that the homomorphism (6.24) is an isomorphism away from the zero
section of the bundle T ∗Y (M). In this case we say that the family (6.23) is
an elliptic family of pseudodifferential operators. Then, if (6.23) is an elliptic
family, it defines both a continuous family of Fredholm operators

σ(D) : p!(ξ1)s−→p!(ξ2)s−m

and, using (6.24), an element

[σ] ∈ Kc (T ∗Y (M)) .

Theorem 59 For an elliptic family (6.23),

index σ(D) = p![σ] ∈ K(X)⊗Q.

Proof.

Let us prove this theorem for the case when M = X × Y . Then there is a
second projection

q : M−→Y.
The crucial observation is that

Γ(ξ,M) = Γ (q!(ξ), Y ) = Γ (p!(ξ), X) .

The family of pseudodifferential operators

σ(D) : p!(ξ1) = Γ(ξ1, Y )×X−→Γ(ξ2, Y )×X (6.25)

generates the homomorphism

Γ(σ(D)) : Γ (Γ(ξ1, Y ), X) = Γ(ξ1, X × Y )−→Γ(ξ2, X × Y ) = Γ (Γ(ξ1, Y ), X)

or

q!(σ(D)) : Γ (Γ(ξ1, X), Y ) = Γ (q!(ξ1), Y )−→Γ(q!(ξ2), Y ) = Γ (Γ(ξ1, X), Y ) .
(6.26)

The last representation (6.26) of the family (6.25) is a pseudodifferential oper-
ator over the C∗–algebra C(X).

In the case where the family of elliptic operators has both constant dimensional
kernel and cokernel, both the kernel and cokernel of the operator (6.26) over
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algebra C(X) are projective modules since they can be identified with spaces
of sections of finite dimensional vector bundles:

Ker q!(σ(D)) = Γ (Ker σ(D))

Coker q!(σ(D)) = Γ (Coker σ(D))

Hence the index of the family of elliptic operators σ(D) as an element of the
group K(X) is identical to the index of the elliptic operator q!(σ(D)) as an
element of the group KC(X)(pt) = K(X).

On the other hand, the symbol σ of the family (6.25) generates a homomor-
phism of vector bundles

q!(σ) : π∗(q!(ξ1))−→π∗(q!(ξ2))
which is the symbol of a pseudodifferential operator (6.26) over C∗–algebra
C(X). Hence, in the elliptic case, the element [q!(σ)] ∈ KC(X),c(T ∗Y ) is iden-
tified with [σ] by the isomorphism

Kc(T ∗Y ×X) ∼= KC(X),c(T ∗Y ).

Thus to prove the theorem it is sufficient to generalize the Atiyah–Singer for-
mula to the case of an elliptic operator over the C∗–algebra C(X). This project
can be realized (see for example [?]). Firstly, we need to investigate the cat-
egory of vector bundles over C∗–algebras and study the category of Hilbert
modules and so called Fredholm operators over C∗–algebras. We shall follow
here ideas of Paschke [?] (see also Rieffel [?]).

Let A be an arbitrary C∗–algebra (with unit). Then a Hilbert A–module is a
Banach space M which is also a (unital) A-module with a sequilinear form with
values in A . Assume that

1. (x, y) = (y, x)∗ ∈ A, x, y ∈M ;

2. (x, x) ≥ 0, x ∈M ;

3. (λx, y) = λ(x, y), x, y ∈M, λ ∈ A;

4. ‖x‖2 = ‖(x, x)‖, x ∈M.

A model (infinite dimensional) Hilbert A–module l2(A) can constructed as fol-
lows. By definition, a point x ∈ l2(A) is a sequence

x = (x1, x2, . . . , xn, . . .), xn ∈ A
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such that the series
∑∞
k=1 xkx

∗
k converges in norm in the algebra A, that is,

there is a limit

‖x‖2 = lim
N−→∞

N∑

k=1

xkx
∗
k ∈ A.

We define a ‘scalar’ product by

(x, y)
def
=

∞∑

k=1

xky
∗
k ∈ A. (6.27)

The following inequality

‖
∑

k

xky
∗
k‖2 ≤ ‖

∑

k

xkx
∗
k‖ · ‖

∑

k

yky
∗
k‖.

implies that the series on the right hand side of (6.27) converges. The space
l2(A) has a decreasing sequence of subspaces

[l2(A)]n = {x : x1 = x2 = . . . = xn = 0}.
A bounded A–linear operator

K : l2(A)−→l2(A)

is said to be A–compact if

lim
n−→∞

‖K|[l2(A)]n‖ = 0.

A bounded A–linear operator

F : l2(A)−→l2(A)

is said to be A–Fredholm if there exists a bounded A–linear operator

G : l2(A)−→l2(A)

such that both FG− 1 and GF − 1 are A–compact.

This terminology is justified by the following properties:

1. Any finitely generated projective A–module admits the structure of a
Hilbert module.

2. Let ξ be a A–bundle over a compact manifold X with fiber a finitely
generated projective A–module. Then the Sobolev completion Hs(ξ) of
the section space is isomorphic to a direct summand of l2(A).



Applications of vector bundle theory 235

3. A pseudodifferential A–operator σ(D) of order m that maps from the sec-
tion space Γ(ξ1) to the section space Γ(ξ2) can be extended to a bounded
operator of the Sobolev spaces

σ(D) : Hs(ξ1)−→Hs−m(ξ2). (6.28)

4. The natural inclusion
Hs+1(ξ) ↪→ Hs(ξ)

is an A–compact operator.

5. If the operator (6.28) is elliptic then it is A–Fredholm.

6. If F is an A–Fredholm operator then it defines a homotopy invariant

index F ∈ K0(A).

In fact, for such an operator F ,

F : H1 = l2(A)−→H2 = l2(A),

there exist decompositions

H1 = V10 ⊕ V11, H2 = V20 ⊕ V21,

such that the corresponding matrix of the operator F has the form

F =
∥∥∥∥
F0 0
0 F1

∥∥∥∥
where F1 is an isomorphism, the modules V10 and V20 are finitely generated
projective modules and

index F = [V10]− [V20] ∈ K0(A).

7. If σ(A) is an elliptic pseudodifferential A–operator on a compact manifold
X then

index σ(D) = p∗([σ]) ∈ K0 ⊗Q,

where
p : X−→pt

and
p∗ : KA,c(T ∗X)−→KA(pt) = K0(A)

is the direct image in KA–theory.

The proofs of these properties are very similar to those for classical pseudo-
differential operators.
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6.4 FREDHOLM REPRESENTATIONS
AND ASYMPTOTIC
REPRESENTATIONS OF DISCRETE
GROUPS

Let
ρ : G−→A

be a unitary representation of a group G in a C∗–algebra A. Then by section 3.4
there is an associated vector bundle b(ρ) ∈ KA(BG) giving a homomorphism

b : R(G; A)−→KA(BG), (6.29)

where R(G; A) is the ring of virtual representations of the group G in the
algebra A.

When A is the algebra of all bounded operators on an infinite dimensional
Hilbert space H we do not obtain an interesting homomorphism (6.29): the
homomorphism is trivial since all infinite dimensional vector bundles are trivial.
For finite dimensional representations it has been shown that, in some sense,
the homomorphism (6.29) is an isomorphism when the group G is compact. But
in the case of a discrete group such as the fundamental group of a manifold
this homomorphism is usually trivial. Therefore, the problem arises to find new
examples of geometric representations which give richer information about the
group K(BG).

6.4.1 Fredholm representations

There is a so called relative version of representation theory associated with a
homomorphism

ϕ : A1−→A2.

We use the term relative representation for a triple ρ = (ρ1, F, ρ2) where

ρ1, ρ2 : G−→A1

are two representations and F is an operator interlacing the representations
ϕρ1 and ϕρ2. In other words, F is an invertible element in A2 such that

F−1ϕρ1(g)F = ϕρ2(g), g ∈ G. (6.30)
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The representations ρ1 and ρ2 define vector A1–bundles over BG, ξ1 = b(ρ1)
and ξ2 = b(ρ2). The associated A2–bundles ξ1⊗ϕ A2 and ξ2⊗ϕ A2 are isomor-
phic:

b(F ) : ξ1 ⊗ϕ A1−→ξ2 ⊗ϕ A2.

The triple (ξ1, b(F ), ξ2) defines an element of the relative K–theory

b(ρ) = (ξ1, b(F ), ξ2) ∈ Kϕ(BG). (6.31)

On the other hand, if ρ1 = ρ2 then the condition (6.30) means that the triple
(ρ1, F, ρ2) defines a classical representation ρ̄ of the group G×Z into the algebra
A2:

ρ̄(g) = ϕρ(g) ∈ A2, g ∈ G;
ρ̄(a) = F ∈ A2, where a ∈ Z is the generator.

Hence the representation ρ̄ defines an element

b(ρ̄) ∈ KA2 (B(G× Z)) = KA2

(
BG× S1

)
. (6.32)

The two elements (6.31) and (6.32) are connected in the classical exact sequence
for the homomorphism ϕ : A1−→A2:

KA2

(
BG× S1

) −→ KA2 (S(BG)) b(ρ)
∪

y= ∩
b(ρ̄) K1

A2
(BG) −→ Kϕ(BG) −→ KA1(BG)

For an illustration let

ϕ : B(H)−→B(H)/Comp(H) = C(H) (6.33)

be the natural projection to the Calkin algebra. As the bundles ξ1 and ξ2
are trivial the isomorphism b(F ) generates a continuous family of Fredholm
operators, that is, an element of the group K(BG):

Kϕ(BG) ∼ K(BG).

Thus we have a homomorphism

b : R(G;ϕ)−→K(BG). (6.34)
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Relative representations for the projection (6.33) are called Fredholm represen-
tations of the group G. Since the group K(BG) is nontrivial, we might expect
that the homomorphism (6.34) is nontrivial.

The classical finite dimensional representations can be considered as a special
cases of Fredholm representations. In fact, let us substitute for the condition
(6.30) the stronger one :

ρ1F = Fρ2; g ∈ G.

Then the representations ρ1 and ρ2 induce two finite dimensional representa-
tions in Ker F and Coker F . It is clear that

b(Ker F )− b(Coker F ) = b(ρ1, F, ρ2) ∈ K(BG).

For example, consider the discrete group G = Zn. We showed earlier that
for any finite dimensional representation ρ the associated vector bundle b(ρ) is
trivial, that is, the homomorphism

b : R(Zn)−→K(BZn) (6.35)

is trivial.

However, if we enlarge the group of virtual representations by adding Fredholm
representations the homomorphism (6.35) becomes an epimorphism. Moreover,
the following theorem is true.

Theorem 60 Let G be a group such that BG can be represented by a smooth
complete Riemannian manifold with nonpositive section curvature. Then the
homomorphism

b : R(G,ϕ)−→K(BG)

is an epimorphism.

When G = Zn we have a special case of Theorem 60 since BZn is the torus
with trivial sectional curvature. (see for example Mishchenko [?], Solov’yov [?],
Kasparov [?])
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6.4.2 Asymptotic finite dimensional
representations

Another example of a very geometric variation of representation theory that
may lead to a nontrivial homomorphism (6.29) is given by the so called asymp-
totic representations . Here we follow the ideas of Connes, Gromov and Moscovici
[?].

Assume that
ρ : G−→U(N)

is a map that is not actually a representation but is an approximation defined
by the conditions:

1. ρ(g−1) = (ρ(g))−1, g ∈ G,

2. ‖ρ(g1g2)− ρ(g1)ρ(g2)‖ ≤ ε for g1, g2 ∈ K ⊂ G.

If K is a finite subset including a set of generators of the group G and the
number ε is sufficiently small we can say that ρ is an almost representation of
the group G. Then in the following section 3.4 we construct candidates for the
transition functions on BG,

φαβ = ρ ◦ ψαβ , (6.36)

where ψαβ are the transition functions of the universal covering of BG. The
problem here is that the functions (6.36) do not satisfy the cocycle condition
(1.4). To rescue this situation we should make a small deformation of the
functions (6.36) to make them into a cocycle.

To avoid certain technical difficulties let us change the definition slightly. Let

‖ρ‖K = sup
g1,g2∈K

‖ρ(g1)ρ(g2)− ρ(g1g2)‖.

Consider an increasing sequence of integers

Nk : Nk < Nk+1, Nk−→∞

and a sequence of maps

ρ = {ρk : G−→U(Nk)}. (6.37)
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The norms of matrices for different Nk can be compared by using the natural
inclusions

U(Nk)−→U(Nk+1) : U(Nk) 3 X 7→ X ⊕ 1Nk+1−Nk
∈ U(Nk+1).

Then the sequence (6.37) is called an asymptotic representation if the following
conditions hold:

1. ρk(g−1) = (ρk(g))
−1
, g ∈ G,

2. lim
k−→∞

‖ρk‖K = 0,

3. lim
k−→∞

‖ρk+1(g)− ρk(g)‖ = 0, g ∈ K

It can be shown that an asymptotic representation is actually a representation
in a special C∗–algebra.

6.5 CONCLUSION

The applications of vector bundles are not exhausted by the examples consid-
ered above. We summarize further outstanding examples of their use.

6.5.1 Fiberwise homotopy equivalence of
vector bundles

Let S(ξ) be the bundle formed by all unit vectors in the total space of a vector
bundle ξ over a base X. Two vector bundles ξ and η are said to be fiberwise
homotopy equivalent if there are two fiberwise maps

f : S(ξ)−→S(η); g : S(η)−→S(ξ),

such that the two compositions

gf : S(ξ)−→S(ξ); fg : S(η)−→S(η)

are homotopic to the identity maps.

This definition is justified by the following theorem (Atiyah, [4]):
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Theorem 61 If
f : X−→Y

is a homotopy equivalence of closed compact manifolds, ν(X) and ν(Y ) are
normal bundles ( of the same dimension) of X and Y , respectively, then the
bundles ν(X) and f∗(ν(Y )) are fiberwise homotopy equivalent.

In particular, Theorem 61 is important in the classification of smooth structures
of a given homotopy type. The classes of fiberwise homotopy equivalent bundles
form a group J(X) which is a quotient of the group K(X). The problem of
describing the group J(X) or the kernel of the projection K(X)−→J(X) can
be solved by using the Adams cohomology operations Ψk. This description is
reduced to the so called the Adams conjecture. Namely, let f(k) ∈ Z be an
arbitrary positive function , where Wf (X) ⊂ K(X) is the subgroup generated
by elements of the form

kf(k)
(
Ψk − 1

)
y, y ∈ K(X).

If
W (X) =

⋂

f

Wf (X).

Theorem 62 (Quillen [?], Sullivan [?])

J(X) = K(X)/W (X).

In particular, the group J(X) is finite.

6.5.2 Immersions of manifolds

Let
f : X−→Y

be an immersion of a compact manifold. Then, clearly, the normal bundle
ν(X−→Y ) has dimension

dim ν(X−→Y ) = dimY − dimX.

Hence, by the dimension restriction, some characteristic classes must be trivial.
This observation leads to some criteria showing when one manifold cannot be
immersed or embedded in another given manifold.
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For example, for n = 2r, the real projective space RPn cannot be immersed
into RP2n−2 since then the normal bundle ν = ν(RPn−→RP2n−2) would
have a nontrivial Stieffel–Whitney class wn−1(ν). Hence, the dimension cannot
equal n− 2.

More generally, let ν(X) be a normal bundle for which the dimension is de-
termined by the dimension of Euclidean space RN in which the manifold X is
embedded. Put

k = min dim ν0(X)

where the minimum is taken over all possible decompositions

ν = ν0(X)⊕ n̄,

where n̄ is a trivial bundle. The number k is called the geometric dimension of
the normal bundle ν(X). It is clear that the manifold X cannot be embedded
in the Euclidean space RdimX+k−1.

6.5.3 Poincare duality in K–theory

To define Poincare duality we need to understand which homology theory is
dual to K–theory. The trivial definition for the homology groups K∗(X),

K∗(X)
def
= Hom (K∗(X),Z) ,

is incorrect since we do not have exactness of the homology pair sequence.

We need a more delicate definition. Consider a natural transformation of func-
tors

α : K∗(X × Y )−→K∗(Y ) (6.38)

which is a homomorphism of modules over the ring K∗(Y ).

Clearly, all such transformations form a Z2–graded group, which we denote by

K∗(X) = K0(X)⊕K1(X). (6.39)

It can be shown that the groups (6.39) form a homology theory. When Y = pt,
the homomorphism (6.38) can be understood as the value of a homology element
on the cohomology element:

〈α, y〉 = α(y).
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Theorem 63 Let X be an almost complex manifold. Then there is a homo-
morphism (Poincare duality)

D : K∗c (X)−→K∗(X)

satisfying the condition
〈D(x), y〉 = 〈xy,D(1)〉

Atiyah ([5]) noticed that each elliptic operator σ(D) defines an element of the
homology K–theory dual to the element [α] ∈ Kc(T ∗X). The construction is
as follows. A continuous family of elliptic operators

σ(D)⊗ η : Γ(ξ1 ⊗ ηy)−→Γ(ξ2 ⊗ ηy), y ∈ Y
is constructed for each vector bundle η over X × Y . Then the index of this
family induces a homomorphism

index : K(X × Y )−→K(Y )

which is by definition an element of the homology group K∗(X).

The notion of an elliptic operator can be extended as follows. Consider a
Fredholm operator F : H−→H. Assume that the algebra C(X) acts on the
Hilbert space H in such a way such that F commutes with this action, modulo
compact operators. Let ρ denote the action of the algebra. Clearly, the pair
(F, ρ) gives a well defined family of Fredholm operators

Fy = F ⊗ η : H ⊗C(X) Γ(ηy)−→H ⊗C(X) Γ(ηy), y ∈ Y,
and hence defines a homomorphism

index : K(X × Y )−→K(Y ),

that is, an element
[F, ρ] ∈ K∗(X).

Moreover, if f : X1−→X2 is a continuous map then the pair (F, ρ ◦ f∗) defines
an element of K∗(X2) for which

f∗ ([F, ρ]) = [F, ρ ◦ f∗].
When Y2 = pt,

K∗(X2) = Z
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and
[F, ρ ◦ f∗] = index F.

This last formula in some sense explains why, in the Atiyah–Singer formula,
the direct image appears.

6.5.4 Historical notes

The study of bundles was probably started by Poincaré with the study of non-
trivial coverings. Fibrations appeared in connection with the study of smooth
manifolds , then characteristic classes were defined and for a long time they
were the main tool of investigation. The Stieffel–Whitney characteristic classes
were introduced by Stieffel [?] and Whitney [?] in 1935 for tangent bundles
of smooth manifolds. Whitney [?] also considered arbitrary sphere bundles.
These were mod 2 characteristic classes.

The integer characteristic classes were constructed by Pontryagin [?]. He also
proved the classification theorem for general bundles with the structure group
O(n) and SO(n) using a universal bundle over a universal base such as a
Grassmannian.

For complex bundles, characteristic classes were constructed by Chern [?].

This was the beginning of the general study of bundles and the period was well
described in the book of Steenrod [?]

A crucial point of time came with the discovery by Leray of spectral sequences
which were applied to the calculation of the homology groups of bundles. An-
other was at the discovery by Bott [13] of the periodicity of the homotopy
groups of the unitary and orthogonal groups.

From this point, vector bundles occupied an important place in the theory
of bundles as it was through them that nontrivial cohomology theories were
constructed. It was through Bott periodicity that the Grothendieck construc-
tions became so significant in their influence on the development of algebraic
K–theory.

This period was very rich: the problem of vector fields on the spheres was solved,
J-functor was calculated, a homotopy description of the group representations
was achieved. Among the mathematicians important for their contributions in
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this period are: Adams, Atiyah, Bott, Hirzebruch, Borel, Godement, Milnor
and Novikov.

The most brilliant example of an application of K–theory was the Atiyah–
Singer formula for the index of elliptic operator. This theory generated new
wave of work and applications of K–theory.

The contemporary period may be characterized as a time in which K–theory
became a suitable language for theoretical physics and related mathematical
branches - representation theory, operator and Banach algebras, quantizations,
and so on. The name of this new circle of ideas is ”non commutative geometry”.
But it is not possible here to give an exposition that would do it justice .
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