LEBESGUE DENSITY AND STATISTICAL CONVERGENCE

SZYMON GLAB

ABSTRACT.

Let A C R be measurable. A stands for Lebesgue measure on R. We say that 0 is Lebesgue right
density point of A if

d(A,0) = lim AAN[0,A]) =1.
h—0+ h
Note that .
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Therefore d* (A, 0) = 1 if and only if
lim nA(AN[0,1/n]) = 1.

n—o0

Let ap, = A(AN[1/(n+1),1/n]). Then

AAN[O,1/n]) =D MAN[L/(k+1),1/k) =) a.
k=n k=n
The intuition is the following. If d*(A,0) = 1, then A\(AN [1/(n + 1),1/n]) should be closed to the
length 1/(n(n+ 1)) of [1/(n + 1),1/n] if n tends to oo, and thus a,/(1/n—1/(n+ 1)) =n(n + 1)ay,
should tend to 1.
In fact the following holds.

Theorem 1. d*(A,0) =1 if and only if n(n + 1)a,, tends statisticaly to 1.

Proof. First note that d*(A,0) = 1 is equivalent to lim, oo ny po, ar = 1.

Assume that n(n + 1)a,, does not tend statistically to 1. So that there are £,0 > 0 and a sequence
N1 < Ny < N3 < ... such that

‘{/{3 <Nj;: k(k)—i— l)ak <1 —€}|
>
Ni
for every i € N. Let m € N be such that § > 2/m. We will prove that d* (A€, 0) > limsup,_,, N;A(AN
[0,1/N;]) > 0. We may assume that N; divisible by m. We consider the worse possible case when the
set {k <mN;:k(k+1)ar <1—¢e}=[1,N;)U[(m—1)N;,mN;). Then
mN; mN;—1

J

1 g
NAGAEA[0,1/N]) > N 3 (e — as) > N =
sz:vz k(k +1) ' kmz—:lNi k(k +1)
1 1 €
— Nig((m— DN — mNi) = m(m — 1) > 0.

Now, assume that n(n + 1)a, tends statistically to 1. Then for every €, > 0 there is i(g,0) € N

such that
Hk <N :k(k+1)ay <1+¢e} <5

N

for every N > i(g, 6).
Let ¢ > 0 and m € N. Let ¢ :=i(e,1/m). As in the previous part of the proof we consider only
the worse case. Let N = Im > i.
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Consider the family B of all sets B C N such that
1. [1,N]Nn B =0 and
2. ‘Bm[l n] < L for every n € N.

Define C = [N+1 N +lU{N +1+1im: i€ N}. Note that C € B and |CN[l,n]| > |BN][1,n]
for every B € B and every n € N.

In the worse possible case ay =0if k € C and k(k+ 1)ap =1 —¢ if k ¢ C. Then

(N+DAAN0,1/(N+1)]) > (N+1) i ap =
k=N+1
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Since | = N/m, then tending with m to oo we obtain that (N + D))A(AN[0,1/(N +1)]) > (1 —¢).
Therefore d*(A,0) = 1. O

Theorem 1 justifies the following definition. Let Z be an ideal of subset of N. We say that z is an
Z-right-density point of a measurable set A4, in symbols d% (4,z) = 1, if n(n+1)A(AN[z+ n%_l, z+3])
tends to 1 with respect to Z. Theorem 1 says that did(A, z) =1 <= di(A,z) where Z; stands for
the density zero ideal. By Fin we denote the ideal of finite subsets of N. Note that if Z C 7, then
dx (A, x) =1 implies d7 (A, z) = 1.

Lemma 2 ([1]). Let G : [a,b] = R be a continuous function and let U C (a,b) be an open set. Then
the set
Ug:={xe€U: thereisy > x with (z,y) CU and G(z) > G(y)}

is also open. Moreover, if (c,d) is a component of Ug, then G(c) > G(d).

The following is the strengthening of Lebesgue’s one-dimensional density theorem. We mimic the
proof of Lebesgue’s density theorem presented by Faure in [1].

Theorem 3. Let A C R be measurable. Then A\({x € A:d{"(A,z) # 1}) = 0.

Proof. Note that
dM(Az) £ 1 = lim inf n(n + DA(A N [z + il - 1}) <1l <=
<— FII®n nn+HAAN[x+ —— : T+ 1]) i :
n+1 E+1
Let Epp ={x € A:n(n+1HAXAN [z + n%rl,m +1) < Wl} Consider the map G : [-k, k] = R
define by

G(z) = ANAN(=k,z)) — P

Let € > 0. There is an open set U C (—k, k) such that E,; C U and AN(U) < X(E, ) +¢. Let
Ey={r e A:d™Ax) < kiﬂ} We need to prove that each Ej has measure zero. Note that
E, =0 Unz! E,r CU, Enk. Therefore it is enough to show that each E,, ; has measure zero.
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Let x € E, ). Then
1 k
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Then n%rl + E,; € Ug. By Lemma we obtam that G(¢;) > G( 1) for every component (¢, d;) of Ug.
But the inequality G(¢;) > G(d;) is equivalent to /\(A N (c,d)) < ¢ (dl —¢;). Thus
1

n(n+ DAAN [z +

)\(Aﬂ(—k:,:n%—%])—)\(Aﬂ(—k,er )

Eng) =M——+E —— 4 FE -
MEnk) = A= + Eni) ZA o1 T B0 (apd) Zk+1dl ) =
A MNE, .
= AUQ) £ s AEag) +2)
Therefore A\(E,, 1) < ke. Since ¢ > 0 is arbitrary, then A(E, 1) = 0. O
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