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1 Hodge spaces

The purpose of my talk is to present the algebraic aspect of the Hodge theory
and of the Hirzebruch signature operator. Of course in suitable places the real
analysis is needed, but I would like to avoid analysis as far as possible.
Let W be a real vector space of an arbitrary dimension (�nite or in�nite).

De�nition 1 By a Hodge space we mean the system

(W; h; i ; (; ) ; �W )

where h; i ; (; ) : W �W ! R are 2-linear homomorphisms such that

(1) (; ) is symmetric and positive de�nite (i.e. it is an inner product),

(2) �W : W ! W (called �-Hodge operator) is a linear mapping such that,

� �W is an isometry with respect to (; ) ;

� for all v 2 W; hv; wi = (v; �W (w)) :

Clearly, the �-Hodge operator �W is uniquely determined (if exists).
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� If (V; h�; �iV ; (�; �)V ; �V ) and (W; h�; �iW ; (�; �)W ; �W ) are Hodge spaces
then their tensor product

(V 
W; h�; �iV 
 h�; �iW ; (�; �)V 
 (�; �)W ; �V 
 �W )

is a Hodge space (i.e. �V
W = �V 
 �W ).

� Let (W; h�; �i) be a �nite dimensional real vector space equipped with a
2-linear tensor h�; �i : W �W ! R: Then there exists an inner product
(�; �) and operator �W such that the system (W; h; i ; (; ) ; �W ) is a Hodge
space if and only if there exists a basis of W in which the matrix of h; i
is orthogonal.

� The inner product and the �-Hodge operator play an auxiliary role in
the study of properties of the pairing h; i :
Now we give a some examples of �nite dimensional Hodge spaces.
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Example 2 (Classical) Let (V;G) be a real N-dimensional oriented vector
space with an inner product G : V � V ! R [i.e. an Euclidean space]. We
identify

VN V = R via arbitrary positive ON-base feigNi=1 of V . We have the
classical Hodge space  ^

V =

NM
K=0

^k
V; h; i ; (; ) ; �

!

where for vr 2
Vr V

hvr; vsi =
�
vr ^ vs 2

VN V = R; if r + s = N;
0 if r + s 6= N; ;

¤or vi; wi 2 V

(v1 ^ :::: ^ vk; w1 ^ ::: ^ wk) = det [G (vi; wk)] ;

the subspaces
Vk V are orthogonal, � (ei1 ^ ::: ^ eik) = "(j1;:::;jn�k) � ej1 ^ ::: ^

ejN�k ; the sequence j1 < ::: < jN�k is complementary to i1 < ::: < ik and
"(j1;:::;jn�k) = sgn (j1; :::; jn�k; i1; :::; ik) :
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Example 3 (Lusztig example, 1972) [L] Let h; i : E�E ! R be a symmetric
(inde�nite in general) nondegenerated scalar product on a �nite dimensional
vector space E: Let G be an arbitrary positive inner product in E: Then there
exists exactly one direct sum decomposition E = E+ � E� which is ON with
respect to the both scalar products h; i and G and such that h; i on E+ is pos-
itive de�nite and on E� is negative de�nite. We denote by �E the involution
�E : E ! E such that

�EjE+ = id; �EjE� = �id:

Then, the quadratic form

(; ) : E � E ! R
(v; w) : = hv; �Ewi

is symmetric and positive de�nite. The involution �E is an isometry, therefore

(E; h; i ; (; ) ; �E)

is a Hodge-space.
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Example 4 (Gromov example, 1995) [Gro] Let h; i : E � E ! R; be a
symplectic form on a �nite dimensional vector space E [i.e. skew-symmetric
and nondegenerated]. There exists an anti-involution � in E, � 2 = �id (i.e. a
complex structure) such that

h�v; �wi = hv; wi ; v; w 2 E;

hv; �vi > 0 for all v 6= 0:
Then the tensor

(; ) : E � E ! R
(v; w) : = hv; �wi

is symmetric and positive de�ned and (�v; �w) = (v; w) : The system

(E; h; i ; (; ) ;��)

is a Hodge-space [since �� is an isometry and hv; wi0 = (v;��w)].
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In�nite dimensional Hodge spaces can be given on the space of cross-
sections of vector bundles (and using di¤erential forms)

De�nition 5 By the Hodge vector bundle (or a vector bundle of �nitely di-
mensional Hodge spaces) we mean a system

(�; h; i ; (; ) ; �E)

consisting of a vector bundle � and two smooth tensor �elds

h; i ; (; ) : � � � !M � R

and linear homomorphism of vector bundles

�E : � ! �;

such that for each x 2M the system

(�x; h; ix ; (; )x ; �Ex)

is a �nitely dimensional Hodge space.
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Example 6 (of Hodge vector bundles)

� � =
^
T �M for a Riemannian manifoldM ; we use classical Hodge space^

T �xM for cotangent space T �xM:

� Lusztig example of a vector bundle � with nondegenerated inde�nite
symmetric 2-linear tensor �eld h; i and a �at covariant derivative r such
that the tensor h; i is parallel @X h�; �i = hrX�; �i+ h�;rX�i ;

� Gromov example of a vector bundle � with a symplectic form h; i and with
�at covariant derivative such that h; i is parallel,
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� Tensor product
^
T �M 
 � of a Riemann manifold M with arbitrary

Hodge vector bundle �: This example produces an important and an in�-
nitely dimensional Hodge space on the module of di¤erential forms using
derivative of di¤erential �-valued di¤erential forms

(
 (M ; �) ; hh�; �ii ; ((�; �)) ; �)

hh�; �ii =

Z
M

h�x; �xi dM =

Z
M

� ^' �; ((�; �)) =

Z
M

(�x; �x) dM;

(��)x = �Ex (�x) ;

where � ^' � is the wedge product of di¤erential forms with respect to
the multiplication h; ix of the values. The 2-form ((�; �)) is symmetric and
positive de�nite.

� The Lusztig and Gromov examples of Hodge vector spaces are very im-
portant for the calculation of the signature of transitive Lie algebroids
(thanks to some spectral sequence argument) about which I would like to
mention in the end of my talk.
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1.1 Graded di¤erential Hodge space

De�nition 7 By a graded di¤erential Hodge space we mean a system�
W =

MN

k=0
W k; h�; �i ; (�; �) ; �; d

�
where (W; h�; �i ; (�; �) ; �) is a Hodge space (�nitely or in�nitely dimensional)
and

(1) h�; �i jW k �W r = 0 if k + r 6= N: (notation: h; ik := h; i jW k �WN�k ),

(2) W k are orthogonal with respect to (�; �) ;
�
W; k�k =

p
(�; �)

�
is not a

Hilbert in general.

(3) the operator d; called derivative, is homogeneous of degree +1; i.e. d :
W k ! W k+1; and d2 = 0;

(4)


dwk; uN�k�1

�
= (�1)k+1



wk; duN�k�1

�
for wk 2 W k; uN�k�1 2 WN�k�1:
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Clearly,

a) the induced cohomology pairing

h; ikH : Hk (W )�HN�k (W )! R; ([u] ; [v]) 7�! h[u] ; [w]ikH := hu;wi
k ;

is correctly de�ned,

b) �
�
W k
�
� WN�k; and � : W k ! WN�k is an isomorphism,

c) the above condition (4) in examples coming from di¤erential geometry on
an N -dimensional compact manifold M without boundary follows from
the Stokes theorem

R
M
d!n�1 = 0; indeed

d
�
!k ^ �N�k�1

�
= d!k ^ �N�k�1 + (�1)k !k ^ d�N�k�1;

so

d!k; �N�k�1

�
:=

Z
M

d!k^�N�k�1 = (�1)k+1
Z
M

!k^d�N�k�1 =: (�1)k+1


!k; d�N�k�1

�
:
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To considering the cohomology pairing in the middle degree (to give a
notion of a signature) we assume additionally

(5) N = 2n is even, and the tensor h�; �i is anticommutative in the sense

vk; vN�k

�
= "k



vN�k; vk

�
; where "k = (�1)n (�1)k(N�k�1) = (�1)n (�1)k :

Particularly, "n = +1 so the tensor h; in on W n is symmetric.

� Then we say that the space is an evenly graded anticommutative
di¤erential Hodge space.
� The comomology pairing in the middle degree

h; inH : Hn (W )�Hn (W )! R

is symmetric, and
� if dimHn (W ) <1 then we can de�ne the signature of h; inH :

De�nition 8 If dimHn (W ) <1 we de�ne the signature of W as the signa-
ture of h�; �inH

Sig (W ) := Sig h�; �inH :
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Remark 9 The �nitness of the dimension of the cohomology space H (W ) (in
all dimensions) follows from the Poincaré duality, therefore in a suitable
place in the second part of my talk we can assume the Poincaré duality. For
standard cohomology algebra of di¤erential forms on compact smooth mani-
fold the Poincaré duality is easily to obtain by simple argument in algebraic
topology: via the so-called Mayer-Vietoris sequences.

Proposition 10 Let
�
W =

LN
k=0W

k; h�; �i ; (�; �) ; �; d
�
be an evenly graded

anticommutative di¤erential Hodge space. Then

1) � �
�
wk
�
= "k � wk;

2) the linear operator � : W k ! W k�1 [called coderivative] de�ned by

�k
�
wk
�
= "k (�1)k � d �

�
wk
�
; wk 2 W k;

is the adjoint operator

(� (w1) ; w2) = (w1; d (w2)) ;

3) the Laplacian � := (d+ �)2 = d� + �d is homogeneous of degree 0;
self-adjoint (�v; w) = (v;�w) ; and nonnegative (�v; v) � 0:
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De�nition 11 A vector v 2 W is called harmonic if

dv = 0 and �v = 0.

Denote

H (W ) = fv 2 W ; dv = 0; �v = 0g ;
Hk (W ) =

�
v 2 W k; dkv = 0; �kv = 0

	
:

� The harmonic vectors form a graded vector spaceH (W ) =
LN

k=0Hk (W ) :

� Hk (W ) = ker�k and H (W ) = ker� = (Im�)? :

� The spaces ker�k and Im dk�1 are orthogonal, therefore the inclusion

Hk (W ) = ker�k ,! ker dk

induces a monomorphism (called the Hodge homomorphism)

Hk (W ) = ker�k � Hk (W ) := ker dk= Im dk�1:
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Problem 12 When the Hodge homomorphism is an isomorphism? i.e. when
in each cohomology class there is (exactly one) a harmonic vector?

Theorem 13 If

W = Im�
L
(Im�)? it means if W = Im�

L
ker� = Im�

L
H (W ) ;

then

� W k = ker�k
L
Im dk�1

L
Im �k+1 (strong Hodge decomposition),

� ker dk = ker�k
L
Im dk�1; in particular, the Hodge homomorphism is an

isomorphism

Hk (W ) = ker�k �=�! ker dk= Im dk�1 = Hk (W ) ;

It means that in each cohomology class there is exactly one harmonic
vector.

� (Poincaré Duality Theorem)
Hk (W ) ' HN�k (W ) ; and Hk (W )�HN�k (W ) ! R is nondegen-
erated and dimH (W ) <1:
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In important examples belonging to di¤erential geometry (standard, Lie al-
gebroid, Lusztig�s and Gromov�s examples) the conditionW = Im�

L
(Im�)?

holds thanks to the fact that the Laplacian � is an elliptic operator.

Theorem 14 Let � be a Riemannian vector bundle over a compact oriented
Riemannian manifold M: If � : Sec � ! Sec � is a self-adjoint nonnegative
elliptic operator then ker� is a �nite dimensional space and

Sec � = Im�
M

ker� = Im�
M

(Im�)? :

In particular, this holds if � comes from an elliptic complex

:::
dk�1�! �

�
�k
� dk�! �

�
�k+1

� dk+1�! ::::

� =
M

�k

(as for example in our four cases below).
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1.2 Signature and the Hirzebruch operator

Consider an evenly graded anticommutative di¤erential Hodge space;�
W =

MN=2n

k=0
W k; h�; �i ; (�; �) ; �; d

�
:

We restrict the positive de�nite product (�; �) : W k�W k ! R to the space
of harmonic vectors

(�; �)H : Hk (W )�Hk (W )! R;

and we restrict the tensor h�; �i : W k �WN�k ! R also to harmonic vectors

Bk = h�; �iH : Hk (M)�HN�k (M)! R:

Theorem 15 There exists exactly an operator � : W ! W such that

i) �
�
uk
�
= ~"k � �W

�
uk
�
; where ~"k 2 f�1;+1g ;

ii) � � � = Id; iii) � = �� � d � � ;

iv) �n = �W ; i.e. ~"n = 1:
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The operator � ful�lling i)-iv) is de�ned by

�
�
uk
�
= ~"k � �W

�
uk
�
; for ~"k 2 (�1)

k(k+1)
2 (�1)

n(n+1)
2 :

In particularly

� If N = 4p then "k = (�1)k and ~"k = (�1)
k(k+1)

2 (�1)p :

� If N = 4p+ 2 then "k = � (�1)k and ~"k = � (�1)
k(k+1)

2 (�1)p :

Concider the symmetric and nondegenerated quadratic forms in the middle
degree.

� h�; �in : W n �W n ! R ,

� h�; �inH = Bn : Hn (W )�Hn (W )! R ,

� h�; �inH : Hn (W )�Hn (W )! R:
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Remark 16 Under the assumption

W = Im�
L
(Im�)?

we have Hn (W ) �= Hn (W ) ; therefore Bn = h�; �inH = h�; �i
n
H. Then we have

Sig (W ) = Sig h�; �inH = SigBn:

We put
W� = fw 2 W ; �w = �wg ;

the eigenspaces corresponding to the eigenvalues +1 and �1 of � : Denote the
operator D = d+ �: We notice that

D [W+] � W�:

De�nition 17 The operator

D+ = d+ � : W+ ! W�

is called the Hirzebruch operator (or the signature operator).
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Take the adjoint one to D+;

D�
+ = D� : W� ! W+;

D� = d+ � : W� ! W+:

Clearly, ker (D+) � ker (d+ �) = H (W ) ; and ker (D�) � ker (d+ �) =
H (W ) :

Remark 18 In general case if dimH (W )<1 then the index

IndD+ := dimR ker (D+)� dimR ker (D�)

is correctly de�ned (the dimensions are �nite).

Simple algebraic arguments give the fundamental

Theorem 19 (Hirzebruch Signature Theorem) If dimH (W )<1, then

IndD+ = Sig (Bn : Hn (W )�Hn (W )! R) :

If, additionally, W = Im�
L
(Im�)? , then

IndD+ = SigBn = Sig h�; �inH = SigW:
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1.3 Four fundamental examples

The above general algebraic approach to the Hirzebruch signature operator
can be used to the four above mentioned fundamental examples.

W k =

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

[manifold, classical example],�

k (M) ; ddR

�
; dimM = N = 4p;

here "k = (�1)k(N�k) = (�1)k

[Lie algebroid example]�

k (A) ; dA

�
; rankA = N = m+ n = 4p; A - a TUIO-Lie algebroid

here "k = (�1)k

[Lusztig�s example]�

k (M ;E) ; dr

�
; E;r; h; i �at vector bundle,

h; i - symmetric nondegenerated parallel tensor, dimM = N = 4p;

here "k = (�1)k

[Gromov�s example]�

k (M ;E) ; dr

�
; (E; h; i) �at vector bundle,

h; i -symplectic parallel tensor, dimM = N = 4p+ 2;

here "k = � (�1)k ; 21



The Lusztig anf Gromov examples are important for the Lie algebroid case,
since SigH (A) = SigE2 - the signature of the second term of a suitable spectral
sequence. and using Hochschild-Serre spectral sequence of the Lie algebroid we
have Ej;i2 = Hj

rq (M ;H
i (ggg)) with respect to some natural �at structure ri in

the vector bundle of i-group of cohomology of isotropy Lie algebrasHi (ggg) : The
multiplication of values is taken with respect to multiplication of cohomology
classes

h; i : Hn
2 (ggg)�Hn

2 (ggg)! Hn (ggg) =M � R:
We need to consider two di¤erent cases:

� m
2
and n

2
even, then the above form is symmetric and we can use Lusztig

type Example to obtain the Hirzebruch signature operator

D+ = dr
n
2
+ �r

n
2
: 
+

�
M ;H

n
2 (g)

�
! 
�

�
M ;H

n
2 (g)

�
;

� m
2
and n

2
are odd, then the above is symplectic and we can use Gromov

type example to obtain the Hirzebruch signature operator

D+ = dr
n
2
+ �r

n
2
: 
+

�
M ;H

n
2 (g)

�
! 
�

�
M ;H

n
2 (g)

�
:
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2 Lipschitz manifolds and distributional exte-
rior derivative (subderivative)

2.1 Lipschitz manifolds

On Lipschitz manifolds the derivative of di¤erential L2-forms is not de�ned on
all space of di¤erential forms.
We brie�y recall the notion of a Lipschitz manifold and di¤erential forms

of the class L2 on them.

De�nition 20 (Teleman 1983) A Lipschitz structure on a topological man-
ifold M of dimension n is a maximal atlas U = fU�; ��g�2� ; where �� :M �
U� ! V� � Rn (U�; V� - open subsets) are homeomorphisms such that the
changes coordinates (i.e. transition functions)

��� = �� � ��1� ; �; � 2 �

are Lipschitz mappings.

Of course, a C1-manifold possesses a canonical Lipschitz structure.
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Theorem 21 (D.Sullivan) Any topological manifold of dimension 6= 4 admits
a Lipschitz structure, and that structure is essentially unique.

Sullivan�s theoremmakes then possible to construct signature operators not
only on Lipschitz manifold, but on an arbitrary compact, topological manifold
of even dimension 6= 4:
The crucial role is played by the Rademacher theorem:

Theorem 22 (Rademacher) If U ! R is a Lipschitz function on an open
subset U � Rn, then

� the partial derivatives @f
@xi

exist almost everywhere, [not everywhere,
therefore we can not de�ne a tangent space at a point to a
Lipschitz manifold M and we must use other algebraic ways to
de�ne a di¤erential form on M],

� @f
@xi

are measurable and bounded.

De�nition 23 We say that a Lipschitz manifold with the atlas U = fU�; ��g�2�
is orientable if there exists a subatlas �0 � � for which the homeomorphisms
��� have positive jacobian (in all points of di¤erentiability). If such an atlas
is given we call M oriented.
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2.2 Di¤erential forms

Let Lk2 (U) denote the space of di¤erential forms of the class L2 on an open
subset U � Rn:

De�nition 24 LetM be a Lipschitz manifold with the atlas U = fU�; ��g�2� ; :
By L2-di¤erential form on M we mean a system

! = f!�g�2�

where !� is a [real] L2-di¤erential form on the open subset V� = �� [U�] � Rn;
� 2 �; such that the following condition of compatibility holds

����!� = !�:

L2 (M) - the vector space of L2-di¤erential forms on M:
The 0-di¤erential form determines a measurable function on M:
For oriented Lipschitz manifold, using the Lipschitz partition of unity, we

de�ne the integral
R
M
! for ! 2 Ln2 (M) (n = dimM) in a standard way.
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2.3 Lipschitz Riemannian metric

De�nition 25 A Lipschitz Riemannian metric on M is a collection

� = f��g�2�
where �� is a Riemannian metric on V� = �� [U�] � Rn with measurable
components, which satisfy

� compatibility condition
(���)

� �� = ��;

� L2-norms on V� determined by �� and by standard metric are equivalent.

Theorem 26 (Teleman, 1983) Any compact Lipschitz manifold M has a
Lipschitz Riemannian metric.

Clearly, any Lipschitz Riemannian metric detrmines a measure on M:
Let ��;x be a Hodge star isomorphism in

^
(Rn)� de�ned of the metric ��

at x 2 Rn de�ned as in the previous sections

��;x (ei1 ^ ::: ^ eik) = "(j1;:::;jn�k) � ej1 ^ ::: ^ ejn�k ; (ei) is �� (x) -ON.
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De�nition 27 For a Lipschitz Riemannian metric � = f��g and ! 2 Lr2 (M) ;
! = f!�g ; we de�ne

� L2-di¤erential form ��! = f��!�g� ; where ��;x a Hodge star isomor-
phism in

^
(Rn)� de�ned of the metric �� at x 2 Rn

� for !; � of the same degree we de�ne the inner product (!; �)� := f(!�; ��)�g
(it is a 0-form, i.e. a function on M ).

� ((!; �))� :=
R
M
(!; �)� :

Theorem 28 (Teleman 1983) The space Lk2 (M) with unitary structure ((; ))�
is Hilbert, two Lipschitz Riemannian metrics de�ne equivalent norms in Lk2 (M) :

Introducing the pairing (via the wedge product) of di¤erential forms in
complementary degrees by

hh!; �ii =
Z
M

! ^ �

we have
hh!; �ii = ((!; ���))�
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which means that
(L2 (M) ; hh; ii ; ((; )) ; �)

is a Hodge space.

2.4 Distributional exterior derivative

De�nition 29 Let � 2 Lr2 (U) be any L2-di¤erential form on U � Rn of
degree r < n: We say that � has distributional exterior derivative in the class
L2 if there exists an L2-di¤erential form of degree r + 1

�d� 2 Lr+12 (U)

such that for any C1-di¤erential form ' of degree n � 1 � r with compact
support in U Z

U

�d� ^ ' = (�1)r+1
Z
U

� ^ d':

If r = n; we put �d� = 0 for each � 2 Ln2 (U) :
Distributional exterior derivative �d� is uniquely determined and clearly

�d
�
�d�
�
exists and �d

�
�d�
�
= 0:
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Proposition 30 If ! = f!�g�2� is an L2-di¤erential form on M of degree r
and d!� 2 L2 (V�) is the distributional exterior derivative of !�; then

�d! :=
�
�d!�
	
�2�

is an L2-di¤erential form on M of degre r + 1 (i.e. the suitable compati-
bility condition holds).

Denote by 
rd (M) � Lr2 (M) the subspace of L2-di¤erential forms of degree
r possessing the distributional exterior derivative


rd (M) =
�
! 2 Lr2 (M) ; �d! 2 Lr+12 (M)

	
:

�d2 = 0 na 
rd (M) : We obtain a cohomology complex

0! 
0d (M)! 
1d (M)! :::! 
rd (M)! 
r+1d (M)! :::! 
nd (M) = L
n
2 (M)! 0:

29



Theorem 31 (Teleman (1983)) For a compact oriented Lipschitz manifold
M

� the pairing

Hr (

�
d (M))�HdimM�r (


�
d (M))! R; ([!] ; [�])!

Z
M

! ^ �

is nondegenerated and Hr (

�
d (M)) = (HdimM�r (


�
d (M)))

� : Therefore
dimH (
�d (M)) <1 (L2-Poincaré duality),

� for a C1 manifold M and induced Lipschitz structure, the inclusion

j : 
� (M) ,! 
�d (M)

induces isomorphism in cohomology j# : H (M)
�=! H (
�d (M)) (mainly

thanks the L2-Poincaré Lemma [L.Hörmander] ).

Using the so-called convolution argument (I explain it further) Teleman
proved the theorem
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Theorem 32 (Teleman (1983)) Suppose that ! and � possess distributional
exterior derivatives �d! and �d� and j!j + j�j = n � 1; then we can switch
the distributional derivative



!; �d�
��
= (�1)j!j+1




�d!; �

��
:

Let ! be a given L2-form and let there exist !0 such that


!; �d�

��
= (�1)j!j+1 hh!0; �ii

for all � with distributional exterior derivative �d�; then !0 is the distributional
exterior derivative of !; �d! = !0 .
In particular, if




!; ; �d�

��
= 0 for all � with distributional exterior deriv-

ative �d� then �d! = 0:
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3 Algebraic aspect of the signature operator
on Lipschitz manifolds

3.1 Graded Hilbert subdi¤erential Hodge space

De�nition 33 By aHilbert anticommutative graded subdi¤erential Hodge
space, we mean a system�

W =
MN=2n

k=0
W k; h�; �i ; (�; �) ; �W ; �d : Wd ! Wd

�
consisting of an anticommutative graded Hodge space (W; h�; �i ; (�; �) ; �W )
and a subderivative �d de�ned on some subspace with gradation

Wd =
MN

k=0
W k
d � W; W k

d = W
k \Wd;

such that

(1) the space
�
W; k�k =

p
(�; �)

�
is complete, i.e. it is Hilbert,

(2) h�; �i jW k �W r = 0 if k + r 6= N; the subspaces W r are orthogonal with
respect to (�; �) ;
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(3) Wd is dense in W;

(4) �d is degree +1; �dr = djW r
d : W

r
d ! W r+1

d ;

(5)


�dw; u

�
= (�1)r+1



w; �du

�
for w 2 W r

d ; u 2 WN�r�1
d ;

(6) If for w 2 W r there exists w0 2 W r+1; such that hw0; ui = (�1)r+1


w; �du

�
for each u 2 WN�r�1

d ; then w 2 W r
d and �dw = w

0;

(7) the cohomology space Hd (W ) =
LN

k=0H
k
d (W ) of the complex

�
Wd; �d

�
ful�lls the Poincaré duality, i.e. the pairing

Hr (W �
d )�HN�r (W �

d )! R; ([w] ; [v]) 7�! hw; vi

is nondegenerated, and dimH (Wd) <1:
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Notation 34 Let W be a Hilbert anticommutative graded subdi¤erential
Hodge space. We put

WN�r
� := �W [W r

d ] :

This space is dense in WN�r and �W : W r
d ! WN�r

� is an isometry. By a
cosubderivative of the degree r we mean the oparator

��
r
: W r

� ! W r�1
�

de�ned by
��
r �
wk
�
= "r (�1)r � �d � (wr) ; wr 2 W r

� :

It is easy to prove that �dr and ��N�r are adjoint�
��
N�r

v; w
�
=
�
v; �dN�r�1w

�
:
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De�nition 35 We de�ne now the spaces of harmonic vectors

Hr
d =

�
w 2 W r

1 ;
�d! = 0 = ��!

	
:

Clearly
� : Hr

d ! HN�r
d

is an isomorphism. Any harmonic vector is a cocycle, therefore there exists a
Hodge homorphism

xrd : Hr
d ! Hr (W �

d ) :

As in the paper by Teleman (1983) we can prove in an algebraic way that

� The subspaces Hr and Im �dr�1 are perpendicular, which gives that xrd is
a monomorphism.

� The subspace Ker �dr is closed in W r; therefore it is a Hilbert space.

� The subsapce Im �dr�1 is closed in W r; therefore it is a Hilbert space.

� (Hodge Theorem) Im �dr�1(� Ker �dr) is a closed subspace of the Hilbert
space Ker �dr, therefore

Ker �dr = Im �dr�1 �
�
Im �dr�1

�?
= Im �dr�1 �Hr

d

35



which means that

Hr
d = Ker

�dr= Im �dr�1 = Hr (Wd (M)) ;

i.e. the Hodge homomorphism is an isomorphism.

Theorem 36 There is a strong Hodge decomposition.

W r = Hr
d � �d

�
W r�1
d

�
� ��

�
W r+1
�

�
:

3.2 The signature operator for graded Hilbert subdif-
ferential Hodge space

For the uniformity of notation we put

� W r
0 = W

r with the norm jjwjj =
p
(w;w):

� We notice that in analysis on vector bundles the norm jjwjj
means the L2 norm.

� W r
1 := W

r
d \W r

� with the norm jjw1jj ; such that kwk
2
1 = kwk

2+
 �dw2+��w2 : The both are Hilbert.
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Analogously as in Teleman�s paper we show

Theorem 37 The operator
�Dr = �d+ �� : W r

1 ! W r
0

is a continuous Fredholm operator,

Ker �Dr = Hr
d

and
Im �Dr = �d

�
W r�1
d

�
� ��

�
W r+1
�

�
(so Coker �Dr �= Hr

d ).

Since dimH (
�d) is �nite [from the Poincaré duality] we de�ne as above
the signature of W; and

Sig (W ) := Sig h; inH = SigBnd :
Puting

W� = fw 2 W ; �w = �wg ;
W1;� = W� \W1

W0;� = W�
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we notice that �
�d+ ��

�
[W1;+] � W0;�;�

�d+ ��
�
[W1;�] � W0;+;

De�nition 38 The operator

�D+ = �d+ �� : W1;+ ! W0;�

is called the signature operator. Also we consider the adjoint one

�D� = �d+ �� : W1;� ! W0;+;

for which the condition of duality holds�
�D+�; �

�
=
�
�; �D��

�
; for � 2 W1;+; � 2 W1;�:

Analogously as in the previous part we prove the signature theorem

Theorem 39

Sig (W ) := Sig h; inH = Sig (Bnd ) = dimR ker
�
�D+

�
� dimR ker

�
�D�
�
:= index �D
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We see that in the Hilbert case there are very simple considerations to
obtain a Hodge theorem (no analysis !, only algebraic topology, the exception
being the condition



�dw; u

�
= (�1)r+1



w; �du

�
which uses the convolution

argument).

4 Completion of the graded Hodge di¤erential
space

For an evenly graded anticommutative di¤erential Hodge space we
de�ne its completion to the Hilbert case (which is easier since all
spaces are Hilbert and the complementation to closed subspace give
a direct sum). Then we have two signature operators and we want
to compare them. Especially we have in mind a smooth and suitable
L2 theory on di¤erential compact manifolds.
Consider an evenly graded anticommutative di¤erential Hodge space

with the Poincaré duality�
W =

MN=2n

k=0
W k; h�; �i ; (�; �) ; �; d

�
;
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i.e (W; h�; �i ; (�; �) ; �) is a Hodge space (�nitely or in�nitely dimensional) it
means h�; �i is given 2-linear tensor whose via d determines quadratic form on
the cohomology in the middle degree [we want to calculate the sugnature of
its], (�; �) is an auxiliary inner product and � is a Hodge isometry such that
h�; wi = (�; �w) ; and

(1) h�; �i jW k �W r = 0 if k + r 6= N: (notation: h; ik := h; i jW k �WN�k ),

De�nition 40 �

(2) W k are orthogonal with respect to (�; �) ;

(3) the operator d; called derivative, is homogeneous of degree +1; i.e. d :
W k ! W k+1; and d2 = 0;

(4)


dwk; uN�k�1

�
= (�1)k+1



wk; duN�k�1

�
for wk 2 W k; uN�k�1 2 WN�k�1;

(5) N = 2n is even, and the tensor h�; �i is anticommutative in the sense

vk; vN�k

�
= "k



vN�k; vk

�
; where "k = (�1)n (�1)k ;
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(6) Poincaré duality axiom holds: i.e. Hk (W ) are �nitely dimensional and
Hk (W )�HN�k (W )! R are nondegenerated.

We complete the unitary space (W; (; )) to Hilbert one �W: The inner prod-
uct and the norm in �W will be denoted by the same symbol. We extend the
�-Hodge isometry to the isometry � : �W ! �W and the pairing h; i to a new
one h�; �i : �W � �W ! R denoting by the same symbol. Of course this pairing
remains continuous.
We obtain a newHilbert evenly graded anticommutative Hodge space�
�W =

LN=2n
k=0

�W k; h�; �i ; (�; �) ; �
�
:

Now we extend the derivative dk : W k ! W k+1 to some bigger subspace
�W k
d � �W k in a "distributional manner".

De�nition 41 We say that a vector w 2 �W k has a distributional derivative
if there exists a vector belonging to �W k+1 denoted by �dw such that for each
vector v 2 WN�k�1 the following condition


w; dN�k�1v
�
= (�1)k+1



�dw; v

�
holds.
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The derivative �dw is unique (if it exists). The vector space of vectors v
possessing distributional derivative will be denoted by �Wd: Clearly, if w 2 W k

then �dw exists and �dw = dw; as well as �dk+1
�
�dk (w)

�
= 0 for w 2 �Wd:

It is easy to see that �d �d = 0 and that the inclusion J : W ! �Wd induces a
homomorphism in cohomology

J# : H (W )! H
�
�Wd

�
:

To see that we obtain a Hilbert anticommutative graded subdi¤er-
ential Hodge space �W we must check two conditions only:

� the switch of the distributional derivative


�dw; u

�
= (�1)r+1



w; �du

�
for

w 2 W r
d ; u 2 WN�r�1

d , and

� the Poincaré duality for the complex
�
Wd; �d

�
.

Problem 42 (1) Does


�dw; u

�
= (�1)r+1



w; �du

�
for w 2 �W r

d ; u 2 �WN�r�1
d

for a given Hodge graded di¤erential space?

To solve this problem we need to add the next condition
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(7) Additional condition: if w 2 �W r
d then there exists a Cauchy sequence

wn 2 W r convergent to w such that dwn ! �dw:

Clearly, from this condition the above equation holds:

�dw; u

�
= lim hdwn; ui = lim (�1)k+1



wn; �du

�
= (�1)k+1



w; �du

�
:

Remark 43 In local analysis on Rn and global analysis on manifolds condition
(7) holds for di¤erential operators thanks the convolution argument using the
so-called mollifying sequence. To be more precise, we take any di¤erential
operator of rank k (we use it for k = 1 ) between modules od cross-sections of
vector bundles d : Sec � ! Sec � .
First we look at this locally. In arbitrary local base of the vector bundles

and identifying coordinate neighbourhood U with open set in Rn an di¤erential
operator d : Sec � ! Sec � can be written in the form (p = rank �; q = rank � )

dU =
X
j�j�k

A� (x) @
� for A� 2 C1 (U;Hom (Rp;Rq)) :

We exploit the convolution operation

f � g (x) =
Z
Rn
f (x� y) g (y) dy;
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and a mollifying sequence

�t (x) =
1

t
'
�x
t

�
; t > 0;

where ' 2 C10 (Rn) ;
R
Rn ' (x) dx = 1; supp' = B (0; 1) :We have fundamental

theorem

� for any f 2 L1;loc (Rn) the convolution �t � f is a smooth, and if f has
the distributional derivative @f

@xi
2 L1;loc (Rn) then

@ (�t � f)
@xi

= �t �
@f

@xi
;

� if f 2 Lp (Rn) ; p � 1; then

�t � f
Lp�!
t!0

f;

if additionally f has the distributional derivative @f
@xi
2 Lp (Rn) then

@ (�t � f)
@xi

Lp�! @f

@xi
:
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We take advantage it for p = 2: Let d be a di¤erential operator of rank k
locally written by dU =

P
j�j�k A� (x) @

� and let A� (x) belongs to L2. Then, for
the sequence of functions f = (f 1; :::; fp) of the class L2 possesing distributional
derivative of the class L2 (i.e. f 2 L1;2 ) we have �t � f is smooth, and

dU (�t � f) =
X
j�j�k

A� (x) @
� (�t � f) =

X
j�j�k

A� (x) (�t � @�f)
Lp�!

X
j�j�k

A� (x) @
� (f) = dU (f) :

On a compact manifold we take a partition of unity �� subordinated to the
suitable �nite covering fU�g of M: Representing a cross-section ! of the vector
bundle � in local trivializations �U�

�= U� �Rp we take �t~�! := ���t �
�
�� � !

�
(it depends on the trivializations) and we have

�t~�!
L2�!
t!0

!

and

d (�t~�!) = d
�
���t �

�
�� � !

��
= ��dU�

�
�t �

�
�� � !

�� L2�!
t!0

��dU�
�
�� � !

�
= d

�
���� � !

�
= d!:

Unfortunately, the operation d and �t~� (�) on a compact manifold do not com-
mutate even if the operator d has locally constant coe¢ cients.
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We introduce
�WN�k
� = �

�
�W k
d

�
and coderivative ��N�k : �WN�k

� ! �WN�k�1
� by the formula

��
N�k

:= (�1)N�k � �dk ��1 :

�� is an extension of �:

Problem 44 (2) Does the inclusion J : W ! �Wd (which of course com-
mutes with derivatives d and �d ) induces an isomorphism H (W ) ! H

�
�Wd

�
in cohomology?

Particularly, if "YES", then the Poincaré duality holds for the cohomol-
ogy H

�
�Wd

�
and we can give Hirzebruch operator for the signature of �W and

compare this operator and signature for W: Clearly, if "YES" then

Sig (W ) = Sig
�
�Wd

�
= index �D; �D = �d+ ��;

but indexD = SigBn of the quadratic form on harmonic tensors and SigBn �
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Sig (W ) : See the commutative diagram joining the Hodge homomorphisms

Hk (W ) � Hk (W )
\ #�=

Hk
�
�Wd

� �=�! Hk
�
�Wd

�
Now for di¤erential operators we can use the so-calledWeyl-Lemma saying that
L2-harmonic tensor is smooth (this lemma for local theory and for operators
with constant coe¢ cients is not too di¢ cult as for the general case).
In conclusion, we obtain for evenly graded anticommutative di¤eren-

tial Hodge spaceW with the Poincaré duality two Hirzebruch operators,
the usual D and extended �D having the same indexes equal to the signature
of W:
When Problem 2) has a positive answer? Firstly it was given by Tele-

man for the de Rham cohomology (thanks to L2-Poincaré lemma given by
L.Hörmander.) In the general case we use spectral sequences and the compar-
ison theorem

� If there exist spectral sequences Ej;ip for W and �Ej;ip for �Wd converging
to H (W ) and H

�
�Wd

�
; respectively, such that the homomorphism J :
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W ! �Wd induces an isomorphism on the �rst terms J j;i1 : Ej;i1
�=�! �Ej;i1

then J induces isomorphism on cohomology J# : H (W )
�=�! H

�
�Wd

�
;

used for the µCech-de Rham double complexes.
For the case of a Lie algebroid, independently, we can de�ne the Hoshchild-

Serre type spectral sequence for L2-theory on TUIO-Lie algebroids (for smooth
case see [K-M-3]) and use the comparison theorem for the second terms.

Conclusion 45 Consider the four examples W = 
(M) ; for a manifold
M; 
 (A) for a Lie algebroid A, 
 (M;E) for the Lusztig or the Gromov vec-
tor bundle E. Now we pass to the spaces of L2-di¤erential forms �W = 
(M);

 (A); 
 (M;E): We obtain graded Hilbert subdi¤erential Hodge spaces.
In consequence, the signature in that four cases can be calculated via two

Hirzebruch signature operators, the usual smooth and second of the L2 class.
So for Lie algebroid we have four Hirzebruch operators, two smooth using the
space 
 (A) and 
 (M;E) [Lusztig or Gromov subcases] and two L2 Hirzebruch
operators, using graded Hilbert subdi¤erential Hodge spaces 
 (A) or 
 (M;E);
respectively.
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